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PERTANIKA JOURNAL OF SCIENCE & TECHNOLOGY 
About the Journal 

Overview 
Pertanika Journal of Science & Technology is an official journal of Universiti Putra Malaysia. It is an open-access 
online scientific journal. It publishes original scientific outputs. It neither accepts nor commissions third party content. 

Recognised internationally as the leading peer-reviewed interdisciplinary journal devoted to the publication of 
original papers, it serves as a forum for practical approaches to improve quality on issues pertaining to science and 
engineering and its related fields. 

Pertanika Journal of Science & Technology currently publishes 6 issues a year (January, March, April, July, August, 
and October). It is considered for publication of original articles as per its scope. The journal publishes in English and 
it is open for submission by authors from all over the world. 

The journal is available world-wide. 

Aims and scope 
Pertanika Journal of Science & Technology aims to provide a forum for high quality research related to science and 
engineering research. Areas relevant to the scope of the journal include: bioinformatics, bioscience, biotechnology 
and bio-molecular sciences, chemistry, computer science, ecology, engineering, engineering design, environmental 
control and management, mathematics and statistics, medicine and health sciences, nanotechnology, physics, safety 
and emergency management, and related fields of study. 

History 
Pertanika Journal of Science & Technology was founded in 1993 and focuses on research in science and engineering 
and its related fields. 

Vision 
To publish a journal of international repute. 

Mission 
Our goal is to bring the highest quality research to the widest possible audience. 

Quality 
We aim for excellence, sustained by a responsible and professional approach to journal publishing. Submissions can 
expect to receive a decision within 90 days. The elapsed time from submission to publication for the articles averages 
180 days. We are working towards decreasing the processing time with the help of our editors and the reviewers. 

Abstracting and indexing of Pertanika 
Pertanika Journal of Science & Technology is now over 33 years old; this accumulated knowledge and experience has 
resulted the journal being abstracted and indexed in SCOPUS (Elsevier), Journal Citation Reports (JCR-Clarivate), 
EBSCO, ASEAN CITATION INDEX, Microsoft Academic, Google Scholar, and MyCite.

Citing journal articles 
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. & Technol.

Publication policy 
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration by two or 
more publications. It prohibits as well publication of any manuscript that has already been published either in whole 
or substantial part elsewhere. It also does not permit publication of manuscript that has been published in full in 
proceedings. 

Code of Ethics 
The Pertanika journals and Universiti Putra Malaysia take seriously the responsibility of all of its journal publications 
to reflect the highest in publication ethics. Thus, all journals and journal editors are expected to abide by the journal’s 
codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or visit the journal’s web link at http://www.
pertanika.upm.edu.my/code_of_ethics.php 



 P
ertanika Journal of Science & Technology                                            P

ertanika Journal of Science & Technology                                          P
ertanika Journal of Science & Technology

Originality 
The author must ensure that when a manuscript is submitted to Pertanika, the manuscript must be an original work. 
The author should check the manuscript for any possible plagiarism using any program such as Turn-It-In or any other 
software before submitting the manuscripts to the Pertanika Editorial Office, Journal Division. 

All submitted manuscripts must be in the journal’s acceptable similarity index range: 
≤ 20% – PASS; > 20% – REJECT. 

International Standard Serial Number (ISSN) 
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media–print and electronic. 

Pertanika Journal of Science & Technology: e-ISSN 2231-8526 (Online). 

Lag time 
A decision on acceptance or rejection of a manuscript is reached in 90 days (average). The elapsed time from submission 
to publication for the articles averages 180 days. 

Authorship 
Authors are not permitted to add or remove any names from the authorship provided at the time of initial submission 
without the consent of the journal’s Chief Executive Editor. 

Manuscript preparation 
For manuscript preparation, authors may refer to Pertanika’s INSTRUCTION TO AUTHORS, available on the official 
website of Pertanika.

Editorial process 
Authors who complete any submission are notified with an acknowledgement containing a manuscript ID on receipt of 
a manuscript, and upon the editorial decision regarding publication. 

Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication are sent to 
reviewers. Authors are encouraged to suggest names of at least 3 potential reviewers at the time of submission of their 
manuscripts to Pertanika, but the editors will make the final selection and are not, however, bound by these suggestions. 

Notification of the editorial decision is usually provided within 90 days from the receipt of manuscript. Publication 
of solicited manuscripts is not guaranteed. In most cases, manuscripts are accepted conditionally, pending an author’s 
revision of the material. 

The journal’s peer review 
In the peer-review process, 2 to 3 referees independently evaluate the scientific quality of the submitted manuscripts. At 
least 2 referee reports are required to help make a decision. 

Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and weaknesses of 
written research, with the aim of improving the reporting of research and identifying the most appropriate and highest 
quality material for the journal. 

Operating and review process 
What happens to a manuscript once it is submitted to Pertanika? Typically, there are 7 steps to the editorial review 
process: 

1. The journal’s Chief Executive Editor and the Editor-in-Chief examine the paper to determine whether it is 
relevance to journal needs in terms of novelty, impact, design, procedure, language as well as presentation 
and allow it to proceed to the reviewing process. If not appropriate, the manuscript is rejected outright and 
the author is informed. 

2. The Chief Executive Editor sends the article-identifying information having been removed, to 2 to 3 
reviewers. They are specialists in the subject matter of the article. The Chief Executive Editor requests that 
they complete the review within 3 weeks. 

 Comments to authors are about the appropriateness and adequacy of the theoretical or conceptual framework, 
literature review, method, results and discussion, and conclusions. Reviewers often include suggestions for 
strengthening of the manuscript. Comments to the editor are in the nature of the significance of the work and 
its potential contribution to the research field. 
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3. The Editor-in-Chief examines the review reports and decides whether to accept or reject the manuscript, 
invite the authors to revise and resubmit the manuscript, or seek additional review reports. In rare instances, 
the manuscript is accepted with almost no revision. Almost without exception, reviewers’ comments (to 
the authors) are forwarded to the authors. If a revision is indicated, the editor provides guidelines for 
attending to the reviewers’ suggestions and perhaps additional advice about revising the manuscript. 

4. The authors decide whether and how to address the reviewers’ comments and criticisms and the editor’s 
concerns. The authors return a revised version of the paper to the Chief Executive Editor along with 
specific information describing how they have addressed’ the concerns of the reviewers and the editor, 
usually in a tabular form. The authors may also submit a rebuttal if there is a need especially when the 
authors disagree with certain comments provided by reviewers. 

5. The Chief Executive Editor sends the revised manuscript out for re-review. Typically, at least 1 of the 
original reviewers will be asked to examine the article. 

6. When the reviewers have completed their work, the Editor-in-Chief examines their comments and decides 
whether the manuscript is ready to be published, needs another round of revisions, or should be rejected. 
If the decision is to accept, the Chief Executive Editor is notified. 

7. The Chief Executive Editor reserves the final right to accept or reject any material for publication, if the 
processing of a particular manuscript is deemed not to be in compliance with the S.O.P. of Pertanika. An 
acceptance letter is sent to all the authors. 

 The editorial office ensures that the manuscript adheres to the correct style (in-text citations, the reference 
list, and tables are typical areas of concern, clarity, and grammar). The authors are asked to respond to 
any minor queries by the editorial office. Following these corrections, page proofs are mailed to the 
corresponding authors for their final approval. At this point, only essential changes are accepted. Finally, 
the manuscript appears in the pages of the journal and is posted on-line.
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Foreword
Welcome to the fourth issue of 2025 for the Pertanika Journal of Science and Technology 
(PJST)! 

PJST is an open-access journal for studies in Science and Technology published by 
Universiti Putra Malaysia Press. It is independently owned and managed by the university 
for the benefit of the world-wide science community.

This issue contains 15 articles: one review article; and the rest are regular articles. The 
authors of these articles come from different countries namely Bangladesh, Colombia, 
India, Indonesia, Malaysia, Nigeria, Philippines and Vietnam.

The regular article entitled “MXene as A Microstructural Modifier in Solar Thermal 
Absorber: A Review” explores the latest microstructural modifications of solar thermal 
absorbers using MXene as a microstructural modifier, along with their effects on 
thermal conductivity, strength, photothermal conversion, and corrosion resistance. The 
research aims to identify the core challenges in solar thermal systems (STSs) and to 
create opportunities for their integration, processing, and manufacturing. MXene has 
shown promising results in enhancing the thermal and corrosion properties of solar 
thermal energy systems, reinforced nanofluids, phase change materials, coatings, carbon 
nanotubes, and nanocapsules. Additionally, MXene used as the backing for metallic 
absorbers and in coatings has demonstrated significant improvements in the thermal and 
corrosion performance of STSs. Further details of this study can be found on page 1707.

Muhammad Fathuddin Noor and his teammates from Universitas Brawijaya have studied 
how pyrolysis temperature affects the composition of bio-oil derived from Cerbera 
odollam as a raw material. Pyrolysis was conducted in a fixed-bed reactor at temperatures 
of 350, 450, and 550°C. The higher the pyrolysis temperature, the more gas products are 
produced, and the less char product is formed. Conversely, lower pyrolysis temperatures 
result in greater char production and fewer gas products. The optimal temperature for 
producing bio-oil from the pyrolysis of C. odollam is 550°C, as this yields the most 
chemical components analysed using GC-MS to identify the compounds present. 
The pyrolysis of C. odollam biomass shows distinct product distributions at different 
temperatures. Further detailed information can be found on page 1765.

A selected article titled “A Novel Multifaceted Approach to the Detection and Analysis of 
Formalin’s Effect on Enhancing the Shelf Life of Apples” examined the impact of formalin 
on the shelf life of apples. Three different concentrations of formalin (20, 30, and 40%) 

i



were applied to apples, which were analysed using three methods: (1) spectrophotometry, 
(2) a formalin test kit developed by the Bangladesh Council of Scientific and Industrial 
Research, and (3) a MS1100 gas sensor functioning as an E-nose. The results indicated 
that formalin emissions reverted to their natural or pure form after approximately 30 
hours. Formalin does not extend the shelf life of apples and, in fact, appears to make them 
look less fresh. Full details of this study are available on page 1829.

We anticipate that you will find the evidence presented in this issue to be intriguing, 
thought-provoking and useful in reaching new milestones in your own research. Please 
recommend the journal to your colleagues and students to make this endeavour meaningful.

All the papers published in this edition underwent Pertanika’s stringent peer-review 
process involving a minimum of two reviewers comprising internal as well as external 
referees. This was to ensure that the quality of the papers justified the high ranking of the 
journal, which is renowned as a heavily-cited journal not only by authors and researchers 
in Malaysia but by those in other countries around the world as well.

We would also like to express our gratitude to all the contributors, namely the authors, 
reviewers and Editorial Board Members of PJST, who have made this issue possible. 

PJST is currently accepting manuscripts for upcoming issues based on original qualitative 
or quantitative research that opens new areas of inquiry and investigation.

Editor-in-Chief
Luqman Chuah Abdullah
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ABSTRACT

Plentiful modern buildings in urban and rural zones, especially buildings constructed from reinforced 
concrete (RC) materials, were exposed to severe defects such as spalling and delamination as the 
years progressed. The most used method to repair damages on existing RC is through the use of 
shotcrete cement grout or heavy-duty structure tape retrofits. These methods involved multiple 
manpower, modern equipment and a longer time of structural healing, which led to a higher cost of 

maintenance. Therefore, the application of self-
healing microcapsules within the RC structures is 
one of the solutions to support the rehabilitation 
of cementitious-based products by developing 
a building with self-healing properties. This 
research investigates the concrete’s self-healing 
performances subjected to low velocity impact 
using large (L) and small (S) self-healing 
microcapsules measured at 70 mm × 10 mm and 
70 mm × 5 mm. The positions (Point 1, 2 and 3) 
of the microcapsule in the concrete were placed 
based on the simulated results of severe cracks 
on the impacted control concrete sample from the 
ANSYS explicit dynamics. Post impact results 
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show that the concrete with L microcapsules had 68.2% more self-healing efficiency compared to 
S microcapsules, showing it had better damage recovery.

Keywords: Crack reduction, drop weight test, energy efficiency, reinforced concrete slabs, self-healing 
microcapsules 

INTRODUCTION

Reinforced concrete (RC) has become one of the most broadly applied components in 
construction, in addition to steel structures. RC is proven as a very strong structural 
element for an infrastructure’s column, beam, wall, and slab, but it deteriorates as the years 
progress. This, in return, degrades the materials bonded within the building (Lv et al., 
2022). Generally, concrete has low tensile strength and durability, but the implementation 
of steel reinforcement bars boosts the toughness of the concrete. The steel reinforcement 
bars are protected from the damage caused by the alkaline environment formed in the RC, 
yet due to defects in the structure that are prone to breaking down from outside mechanical 
stress, it forms problems such as drying or self-shrinking (Muhammad et al., 2016). Thus, 
through the fissures, the reinforcement becomes exposed to acidic ions, which causes it 
to corrode and ultimately weaken the concrete. In an attempt to improve the mechanical 
properties of RC, concrete mix design or proportions went through plenty of changes in 
terms of material choices throughout the years (Muhammad et al., 2016).

Numerous researchers are currently conducting a comprehensive study on the 
moderated environmental impact of RC, especially studies on repairing and rehabilitating 
RC structures from early production (Hilloulin et al., 2015). The studies are an initiative 
to reduce the repair and maintenance costs of the structures. Recently, the frequently used 
method to repair damage on existing RC is through shotcrete cement grout or heavy-duty 
structure tape retrofits (Vijay et al., 2017). The actions to repair the RC with these methods 
will involve multiple man-hours, modern equipment, and a longer time for structural 
healing, which leads to a higher cost of maintenance. The application of self-healing 
microcapsules within the RC structures is one of the latest types of research to support 
the rehabilitation of cementitious-based products by developing a building with self-
healing properties (Mir et al., 2023). Concrete is susceptible to cracking due to various 
factors such as shrinkage, temperature changes, and external loads. Normal concrete is 
brittle, causing it to fail without warning. The traditional repair methods for concrete 
structures are costly and labour-intensive. However, the reports show that concrete repairs 
are performed inconsistently and failure rates are high, and it was estimated that nearly 
half of the traditional concrete repairs fail in the field. Additionally, the replacement 
and repair activity with new concrete often has a substantial environmental impact due 
to the production and disposal of waste materials (Yıldırım et al., 2018). Self-healing 
microcapsules release healing agents that can fill these cracks, effectively repairing the 
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damage and restoring the concrete’s strength and durability. Therefore, a self-healing 
system that treats internal defects without human intervention is one of the most desired 
properties in material science and engineering. 

Concrete is one of the most widely used construction materials globally, but its 
production has a considerable environmental impact due to the extraction of raw materials 
and high energy consumption. By enhancing the durability of concrete structures, self-
healing technology reduces the need for new concrete production and promotes a more 
sustainable approach to construction. The self-healing microcapsules’ utilisation in RC 
slabs supports several UNESCO Sustainable Development Goals (SDGS). SDG 9 promotes 
resilient infrastructure, inclusive industrialization, and innovation. Using self-healing 
microcapsules in concrete falls under innovation in construction materials and techniques. 
These microcapsules contain healing agents released when cracks form in the concrete, 
effectively repairing the damage independently. This innovation can enhance the durability 
and lifespan of concrete structures, reducing the need for frequent repairs or replacements, 
and ultimately promoting more sustainable infrastructure development.

Additionally, self-healing concrete contributes to the United Nations initiative in the 
SDGs by improving the sustainability and resilience of infrastructure. This aligns with 
SDG 9, which promotes resilient infrastructure through innovative materials. Besides that, 
self-healing concrete improves the longevity and durability of the structure, minimising 
the waste of material due to frequent replacements/damages. These attributes align with 
and support SDG 11 (sustainable cities and communities) and SDG 12 (responsible 
consumption and production).

By automatically repairing cracks as they occur, self-healing concrete can extend the 
lifespan of structures. This reduces the need for frequent repairs or replacements, saving 
time, money, and resources in the long run. Cracks in concrete can lead to water infiltration, 
which can cause corrosion of the embedded reinforcement, compromising the structure’s 
overall safety. Self-healing concrete minimises the potential for further damage and 
ensures the safety of the infrastructure. Hence, the capability of self-healing capsules to 
repair concrete initial and severe cracks is anticipated as a further environmentally friendly 
building practice (Van Tittelboom et al., 2011). 

Previous research by Zhang et al. (2020) discovered that concrete’s capacity for 
self-healing is an autogenous process where numerous chemicals and materials were 
experimented with in order to identify the optimum potentials and efficiency in self-healing 
agents (Zhang et al., 2020). Variation of healing agents that consisted of sodium silicate, 
polyurethane, epoxy, cyanoacrylates, and bacterial spores has been studied to effectively 
rehabilitate RC components (Zhang et al., 2020). However, fewer articles in engineering 
describe the efficiency and validations of using the various healing agents to reduce the 
width of the cracks on the RC surfaces. The authors formed three types of self-healing 
processes: natural self-healing, chemical self-healing, and biological self-healing processes 
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(Althoey et al., 2023; Zhang et al., 2020). The natural self-healing process is a process 
that partially heals cracks in RC naturally with the formation of CaCO3 or CaOH from the 
self-healing agents, such as calcium nitrate and sodium silicate (Althoey et al., 2023). The 
agents react with the impurities during water transport as well as the hydration of unreacted 
ordinary Portland cement. Hydrated cement patterns like calcium silicate hydrate gel are 
then formed at the crack zones, which will repair the cracks on the RC surfaces (Jogi & 
Lakshmi, 2021). 

The creation of calcium carbonate and calcium hydroxide is among the important 
factors for the natural repair of concrete. The initial phase of the healing process by the 
self-healing agent is carbon dioxide, which dissolves in water as shown in Equation 1 
(Rosewitz et al., 2021). 

H2O + CO2 → HCO3
- + H+        [1]

Then, a reaction occurred between pH7.5 to pH8 in the cement, which led to the 
development of calcium carbonate crystals after the loss of calcium ions into the RC as a 
system of cement hydration, as shown in Equation 2 (Rosewitz et al., 2021). 

Ca2+ + 2HCO3
- → CaCO3 and Ca2+ + HCO3

- → CaCO3 + H+  [2]

Universally, the chemical process of self-healing is known as a chemical healing 
technique that is supported by chemical compounds. Self-healing RC is made through 
the injection of liquid chemical reagents into small containers of fresh RC structure 
(Restuccia et al., 2017). The chemical self-healing process is performed through the 
passive method, where the chemicals are stored in a capsule or other materials of hollow 
shapes and applied into the structure during the construction process. The liquid within 
the capsules is transferred throughout the fractures and repaired the cracks in due course 
(Restuccia et al., 2017). Furthermore, a detailed study that was accomplished proved the 
capsules fractured after bending test released adhesive at 20% of its weight (Jakubovskis 
et al., 2020). According to Homma et al. (2009), specimens of self-healing RC can recover 
26% of the RC’s initial strength compared to restrained specimens that recovered by 10%. 
Thus, the increase in the quantity of self-healing agents inside the capsules increased the 
strength of the repair rate of the RC structures.

From the perspective of the biological self-healing process, the use of microorganisms 
in RC is considered a biological application for self-healing, as the microorganism can 
cover the crack in any condition, including cold or warm, water and soil (Jakubovskis et 
al., 2020). The researcher of self-healing properties mentioned that polymorphic ferro-
aluminium silicate and calcium carbonate are necessary for precipitation to produce a 
self-healing reaction on RC structures. The microbial broth of the microorganisms is 
alternatively encapsulated inside microbial encapsulation before implementation into the 
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fresh RC mix to improve the condition of structures. Strong self-healing by employing 
a microencapsulation approach depends on how the healing agent works alongside the 
concrete to create healing after cracks occur.

The autogenous process of self-healing is influenced by the increment degree of 
hydration of the concrete and the calcium hydroxide carbonisation (Gupta et al., 2017). 
The solution of sodium silicate is one of the self-healing agents that produces carbonisation 
through RC hydration to heal the cracks over time and is preferred due to its hydration-
enhancing characteristics, ready availability, and low cost in the engineering industry. 
The self-healing agents are labelled as monomer liquid in a plastic-based material, 
microcapsules. The microcapsules are capable of microcracking, which can lead to the 
liquid to release in an instant if a crack occurs within the structures (Durga et al., 2021). 
The model of microcapsules is created from pure polymers and a polymer layer which 
has a tensile strength of 0.73MPa to 1.2MPa, respectively (Khaliq & Ehsan, 2016). The 
literature indicates that self-healing microcapsules are engineered to release healing agents 
via various triggers, including mechanical stress, temperature, light, pH changes, and ion 
interactions, as shown in Table 1 (Gao et al., 2022; Lv et al., 2020; Ren et al., 2021; Xiong et 
al., 2015). However, research on the low-velocity impact of concrete remains insufficiently 
explored. In real-world applications, concrete is also susceptible to impact damage, resulting 
in sudden failure, a critical concern distinct from flexural and compressive stress.

This research aims to determine the performance of 70 × 10 mm (large) and 70 × 5 
mm (small) polymeric microcapsules filled with sodium silicate liquid to heal ultimate 
cracks in the concrete slab specimens subjected to a 200 mm height of low velocity 
impact. Furthermore, investigation of the efficiency rate of microcapsules in terms of the 
rehabilitation process or crack reduction analysis on the specimens was also conducted. 
The healing mechanism will determine current self-healing limitations such as reliance 
on environmental conditions, microcapsule dosage, and crack width. For these reasons, 

Table 1 
Summary of past work on the development of self-healing microcapsules

Trigger 
type

Mechanism 
of trigger Description Material of capsule/core

Physical Mechanical 
fracture

Mechanism of rupture under stress 
(flexural and compressive)

sodium carbonate (Na2CO3) and 
calcium acetate (Ca(CH3COO)2)

Temperature At a certain temperature, the 
microcapsule activated

polymethylmethacrylate-methacrylate 
shell and magnesium oxide core

Light Activate when there is light 
exposure

Epoxy acrylate-based free radical-
cationic UV curable adhesive, A331

Chemical pH Responsive to pH change Acrylate-based microcapsules
ion Release inhibitors to prevent 

corrosion of steel in concrete
Ag-alginate capsules with oil cores
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research into healing mechanisms is critical, as results of the study may allow for the 
optimisation of a self-healing method as well as the establishment of conditions for proper 
implementation in the future of RC maintenance (Dixit et al., 2021).

MATERIALS AND FABRICATION

The self-healing microcapsules’ efficiency in RC slab subjected to low velocity impact 
force was conducted according to the flowchart as presented in Figure 1. Prior to testing, 
the location of the self-healing microcapsule was determined using simulation software 
based on the results of severe crack formation on the impacted control RC. Two types of 
self-healing microcapsules (small and large) are prepared and embedded in three spots 

Figure 1. Flowchart of the research work

Start

End

Simulation of crack patterns on RC slab 
models via Ansys explicit dynamic analysis

The measurement of self-healing 
microcapsules location according to the 

crack patterns simulated

Initial preparation of microcapsules using 
PLA and PMMA materials

Completion of self-healing microcapsules 
by storing sodium silicate liquidation into it

Casting RC slab specimens with proper 
orthogonal arrangements of large and 

small self-healing microcapsules

Experiment Testing
• Compressive strength test
• Weight drop impact test

Daily observation of self-healing on the 
ultimate cracks on the RC slab specimens

Recording the results of crack reductions, 
rate of efficiency of self-healing 

microcapsules and validation report
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on RC slabs. Low-velocity impact tests were conducted on RC slabs with small and large 
self-healing microcapsules, with three repetitions for each type. The crack gap around the 
microcapsule was recorded and compared for both RC slabs for 28 days.  

Types and Preparation of Self-Healing Microcapsules

The microcapsules were prepared from the use of polylactic acid (PLA) and polymethyl 
methacrylate (PMMA) materials that resemble transparent thermoplastic or acrylic glass 
components (Khaliq & Ehsan, 2016). A thermal printing machine moulded PLA and 
PMMA into a hollow cylinder. Then, the elongated hollow cylindrical shapes were cut 
into an equivalent length of 70 mm. The thickness between the inner and outer circles of 
the microcapsules is 2 mm. The microcapsules were moulded into two different diameters, 
which are 10 × 70 mm (large) and 5 × 70 mm (small), as shown in Figure 2.

The microcapsules were created to encapsulate the chemically pure (C.P.) sodium 
silicate liquid as a self-healing agent in order to repair the RC slab specimens internally 
after the occurrence of ultimate cracks (Khaliq & Ehsan, 2016; Durga et al., 2021). A strong 
waterproof silicone sealant sealed one end of the self-healing microcapsule. Sodium silicate 
liquidation was then injected into the self-healing microcapsules. The microcapsules were 
sealed again on the other end to secure the agent. The chosen self-healing material is because 
it has shown success in healing properties reported in several studies (Irico et al., 2017; Li 

Figure 2. (a) Large self-healing microcapsules; 
and (b) Small self-healing microcapsules

(a) (b)

& Guan, 2023; Mokhtar & Hassan, 2021). This 
method is particularly advantageous because 
it offers a good response to crack formation, 
enhances the durability and longevity of 
concrete structures, and requires minimal 
intervention once applied.  To extend the 
work on this material, the author investigates 
the concrete healing performance with two 
different sizes of self-healing microcapsules 
subjected to low-velocity impact.

Arrangement of Self-Healing Microcapsules

Following the preparations of the self-healing microcapsules, a numerical simulation for 
explicit dynamic analysis of the concrete slab specimen was performed via ANSYS analysis 
software. The material properties of the concrete slab and stainless-steel ball impactor used 
are as per Table 2 (Ferrara et al., 2018). 

The concrete slab was developed with a size of 305 mm × 305 mm × 50 mm, with a steel 
ball for impact loading at a diameter of 110 mm. The boundary conditions of the concrete 
model were set as a four-sided fixed support. The explicit dynamic analysis was performed, 
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and the results demonstrated that the cracks were formed in a critical orthogonal crack pattern 
with crack initiation and orientation at the middle of each side of the slab. The critical zones 
of the cracks on the model were presented in Figure 3(a).

The crack patterns from the low-velocity impact result obtained from the numerical 
simulation were used to determine the number of self-healing microcapsules as well as 

Table 2
Material properties form explicit dynamic analysis

Materials Bulk Modulus, 
MPa

Density, 
kg/m3

Structural steel (Steel 
ball)

25 7850

CONC-30MPA 
(Plain concrete)

30 2314

Figure 3. (a) The explicit dynamic analysis on the concrete slab model; (b) Schematic diagram of the 
microcapsule position; (c) Experimental arrangement layouts of self-healing microcapsules inside concrete 
slab specimens; and (d) Concrete slab specimens with white bottom surfaces

(a) (b)

(c) (d)

the distance or location of each self-healing 
microcapsules within the concrete slab 
specimens. The length of 305 mm was 
divided into two (152.5 mm) to identify 
the centre of the slab specimens as seen in 
Figure 3(b). Ten self-healing microcapsules, 
either large or small in size, were then placed 
in the slab specimens, where the distance 
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between each two microcapsules at the centre and each side of the specimens was 42.14 
mm, excluding the 5mm concrete covers as seen in Figure 3(c). The distance between each 
segment location of self-healing microcapsules was 84.29 mm. 

Mix Proportion Design of Concrete Slabs

The specimens of concrete slabs were prepared at the laboratory of the University Tenaga 
Nasional. The size of the concrete slab specimens prepared for the impact test is 305 
mm × 305 mm × 50 mm, with specific arrangements of self-healing microcapsules. The 
mix proportion ofw the specimens was determined through the measurements in the 
Department of Environment (DOE) method and according to the BS 8500 standards 
(Azman et al., 2023; Jang et al., 2017). The mix ratio of the specimens is 1:1.7:2.9, 
which is designed to surpass the compressive strength at 30 MPa. The water/cement 
ratio of the concrete slab is 0.4. The weight of each material used to prepare a concrete 
slab is presented in Table 3. The curing condition for the prepared specimens is inside 
plain water at ambient temperature.

Table 3
Mix proportion of concrete slab specimens

OPC, kg Fine Agg., kg Coarse Agg., kg Water, kg
1.86 3.14 5.42 0.82

Eight concrete slab specimens were cast, consisting of two controlled specimens (LC 
and SC), one large self-healing microcapsule with three repetitions denoted as L1, L2, 
and L3.  On the other hand, one small self-healing microcapsule with three repetitions is 
denoted as S1, S2 and S3. The materials used are ordinary Portland cement (OPC), fine 
aggregates of sand, coarse aggregates of gravel, and a sufficient amount of water. The fine 
and coarse aggregates were sieved below 5 mm and between 9 and 12 mm, respectively 
(Jang et al., 2017). 

The slump result achieved from the fresh concrete was 10 mm, which, according to 
the BS EN 12350–2 standards, proved to be a true slump with good workability (Zheng & 
Qian, 2020). The fresh concrete was then added into the formwork with a size of 305 mm 
× 305 mm × 50 mm, in the form of three layers and vibrated using the vibration machine to 
prevent air voids and specimen bleeding (Amran et al., 2022). A total of ten each for large 
and small microcapsules were added into the fresh mix at the first layer in an orthogonal 
arrangement, which replicated the crack pattern of the concrete slab in the simulation. Then, 
the second and third layers of fresh mix were poured consequently and left to harden for 
24 hours. After the specimens were cured for 28 days, it was painted white on the bottom 
surface for ease of visibility of cracks as seen in Figure 3(d) (Huang & Zhou, 2022).
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METHODOLOGY

Compressive Strength 

The compressive strength was conducted to show that the formulation of the RC slab used 
in this study had the minimum compressive strength required according to BS EN 12390-
3 standards (Hu et al., 2018). The compressive strength test was performed for all eight 
concrete cube specimens after 28 days of curing. The sizes of the cube specimens were 

Figure 4. Cube compression test on a concrete cube 
specimen

prepared at 100 mm × 100 mm × 100 mm to 
surpass the compressive strength of 30 MPa,  
tested after 28 days of curing. A universal 
testing machine (UTM) conducted the 
compressive strength test. The dimensions 
and weight of the specimens were inserted 
into the UTM software, and the specimens 
were labelled. Then, the specimens were 
placed at the centre of the UTM machine, 
pushed and compressed with two opposite 
forces until they reached failure (Hu et al., 
2018). Afterwards, the result of compressive 
strength of the specimens was recorded, as 
presented in Figure 4.

Drop Weight 

The drop weight test is a low-velocity impact test to measure the impact energy or impact 
resistance of an RC structure, especially the concrete slab specimens. The test is performed 
according to the BS EN 1621–1:1998 standards. Initially, 305 mm × 305 mm × 50 mm 
concrete specimens were placed on a flat stand and clamped at four-sided fixed supports 
using G-clamps. The stainless-steel ball impactor with a weight of 4 kg and a diameter of 
110 mm was placed on top of the steel slide to free fall by gravity to hit the top surface of 
the concrete slab specimens. The height of the impactor from the top surface of the concrete 
slab was determined by using the formula of impact energy as presented in Equation 3.

E = Nmgh         [3] 

The energy, E, of the impact is obtained through the number of hits of the impactor, 
N, combined with mass, gravity and height, which are m, g and h, respectively. However, 
the calculation of the height, h, can be made by exclusion of the number of hits, N, as it 
is only used to evaluate the initial and ultimate cracks of the specimens while dividing it 
with the dimension of the specimens at 305 mm × 305 mm × 50 mm to create a correlation 
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measurement. The height of the impactor 
from the top surface of the concrete slab 
was approximately 175.24 mm. Later, the 
impactor was released once at a time, and 
the bottom surfaces of the specimens were 
observed for initial cracking until ultimate 
cracking occurred. The reduction of cracks in 
the specimens due to the efficiency rate of the 
self-healing microcapsules was observed and 
recorded day-to-day. The setup of the drop 
weight test is presented in Figure 5. Using 
a single impact location may not provide a 
comprehensive understanding of concrete 
self-healing performance as reflected in the 
real-life scenario. However, it offers valuable 
insights into how the concrete self-healing 
mechanism works when subjected to impact 
in this specific study.

RESULTS AND DISCUSSION

Compressive Strength 

The  compress ive  s t r eng th  resu l t s 
demonstrated by eight concrete cube 

Figure 5. (a) The schematic; and (b) The setup of 
the drop weight test

(a)

(b)

specimens were adequate for the industry’s concrete structure, as they achieved results 
within the range of the compressive strength at 30 MPa. The failure patterns of the concrete 
cube specimens formed prism shapes, which followed the BS EN 12390-3 standards (Hu 
et al., 2018). Furthermore, the compressive strength obtained from the cube specimens 
was identical to the strength of the concrete slab specimens, as their fresh concrete mixture 
was cast together during the experiment (Qureshi & Al-Tabbaa, 2020; Wang et al., 2014). 
The compressive strength results were 33.68 MPa (S=5.23).

Low Velocity Impact of Concrete Slab with Self-Healing Microcapsules

The drop weight test was performed on two controlled concrete slabs, three with large 
self-healing microcapsules, and three with small self-healing microcapsules according 
to the BS EN 1621–1:1998 standards. The number of hits, N, from the stainless-steel 
ball impactor to the top surface of the concrete slab specimens was below twenty hits to 
obtain the ultimate cracks. Furthermore, the ultimate cracks obtained by eight concrete 
slab specimens do not exceed 2.5 mm, which is suitable for self-healing agents to seep 
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through the gaps and reduce the crack widths (Maddalena et al., 2021). The results of the 
impact test on the specimens, LC, L1, L2, L3, SC, S1, S2 and S3 are recorded in Tables 
4, 5, 6 and 7, respectively.

Based on Tables 3 to 6, there were three points of crack widths on concrete slab 
specimens parallel to the location of the self-healing microcapsule that were recorded after 
each hit from the impactor in a weight drop test. The test results demonstrated that the 
concrete slab specimens with microcapsules can withstand more impact hits compared to 
the controlled concrete slab specimens. The maximum number of impact hits, N, obtained 
by the controlled concrete slabs, LC and SC, was nine hits. At the same time, the specimens 
with large and small self-healing microcapsules, L1, L2, L3 and S1, S2 and S3, received 
ultimate cracks after 19 hits, 16 hits, 11 hits and 14 hits, 10 hits and 12 hits, respectively. 
Furthermore, the average crack width displayed by the specimens LC, L1, L2, L3, SC, S1, 
S2 and S3 was 2.19 mm, 1.21 mm, 1.5 mm, 1.97 mm, 1.99 mm, 1.02 mm, 1.13 mm and 
1.28 mm, respectively. The increment and comparison of the number of impacts on the 
specimens subjected to the drop weight test are presented in Figure 6.

Table 4
The low-velocity impact results of controlled concrete slab LC and L1 with large self-healing microcapsules

Weight drop 
test Controlled RC slab, LC RC slabs with large self-healing 

microcapsules, L1
Points Point 1 Point 2 Point 3 Point 1 Point 2 Point 3
No. of 

Impact, N
Crack 

width, mm
Crack 

width, mm
Crack 

width, mm
Crack 

width, mm
Crack 

width, mm
Crack 

width, mm
1 0 0 0 0 0 0
2 0 0 0 0 0 0
3 0 0 0 0 0 0
4 0 0 0 0 0 0
5 0 0 0 0 0 0
6 0.76 0.53 0.59 0 0 0
7 1.57 0.93 1.34 0 0 0
8 1.88 1.65 1.43 0 0 0
9 2.32 2.08 2.18 0 0 0
10 0 0 0
11 0.16 0.21 0.27
12 0.3 0.5 0.37
13 0.45 0.61 0.53
14 0.62 0.70 0.65
15 0.73 0.72 0.84
16 0.81 0.84 0.87
17 0.92 1.02 0.96
18 1.13 1.10 1.15
19 1.24 1.18 1.20
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Table 5
The low-velocity impact results of concrete slabs L2 and L3 with large self-healing microcapsules

Weight drop 
test

RC slabs with large self-healing 
microcapsules, L2

RC slabs with large self-healing 
microcapsules, L3

Points Point 1 Point 2 Point 3 Point 1 Point 2 Point 3
No. of 

Impact, N
Crack 

width, mm
Crack 

width, mm
Crack 

width, mm
Crack 

width, mm
Crack 

width, mm
Crack 

width, mm
1 0 0 0 0 0 0
2 0 0 0 0 0 0
3 0 0 0 0 0 0
4 0 0 0 0 0 0
5 0 0 0 0 0 0
6 0 0 0 0 0 0
7 0 0 0 0.18 0.21 0.15
8 0 0 0 0.35 0.41 0.47
9 0 0 0 0.59 0.63 0.62
10 0.23 0.21 0.21 1.78 1.19 1.65
11 0.46 0.44 0.43 2 1.94 1.98
12 0.51 0.55 0.52
13 0.66 0.70 0.64
14 0.75 0.75 0.70
15 1.03 0.97 0.99
16 1.6 1.4 1.5

Table 6
The low-velocity impact results of controlled concrete slabs SC and S1 with small self-healing microcapsules

Weight drop 
test

Controlled RC slab, SC RC slabs with small self-healing 
microcapsules, S1

Points Point 1 Point 2 Point 3 Point 1 Point 2 Point 3
No. of 

Impact, N
Crack 

width, mm
Crack 

width, mm
Crack 

width, mm
Crack 

width, mm
Crack 

width, mm
Crack 

width, mm
1 0 0 0 0 0 0
2 0 0 0 0 0 0
3 0 0 0 0 0 0
4 0 0 0 0 0 0
5 0.14 0.13 0.17 0 0 0
6 0.36 0.23 0.31 0 0 0
7 0.75 0.71 0.72 0 0 0
8 1.69 1.43 1.6 0 0 0
9 2 2.04 1.93 0 0 0
10 0 0 0
11 0.14 0.09 0.11
12 0.43 0.38 0.42
13 0.76 0.74 0.68
14 1.07 0.97 1.03
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Table 7
The low-velocity impact results of concrete slabs S2 and S3 with small self-healing microcapsules

Weight drop 
test

RC slabs with small self-healing 
microcapsules, S2

RC slabs with small self-healing 
microcapsules, S3

Points Point 1 Point 2 Point 3 Point 1 Point 2 Point 3
No. of 

Impact, N
Crack 

width, mm
Crack 

width, mm
Crack 

width, mm
Crack 

width, mm
Crack 

width, mm
Crack 

width, mm
1 0 0 0 0 0 0
2 0 0 0 0 0 0
3 0 0 0 0 0 0
4 0 0 0 0 0 0
5 0 0 0 0 0 0
6 0 0 0 0 0 0
7 0.29 0.23 0.25 0 0 0
8 0.57 0.62 0.6 0.36 0.37 0.32
9 0.75 0.83 0.86 0.6 0.43 0.5
10 1.17 1.09 1.12 0.84 0.79 0.91
11 1.19 1.02 1.14
12 1.32 1.21 1.31

Figure 6. The number of impact hits on the concrete slab specimens
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Based on Figure 6, the overall number of impact hits, N, received by the concrete slab 
specimens were systematic as its maximum hits was below the 50 hits which led to the 
structure prevented from obtained any severe defects such as spalling or delamination of 
steel reinforcement bars as according to BS EN 1992-2 standards (Frigo et al., 2017). The 
impact on specimen L1 was 10 hits more compared to specimen LC. Meanwhile, in terms 
of the highest number of impacts on the large and small self-healing microcapsules inside 
concrete slab specimens, the specimen L1 achieved more impact by five hits compared to 
the specimen S1. Though the specimens were similar in size, curing days and mix design, 
the hit numbers still varied, resulting from the small air voids or improper distribution of 
materials in the specimens (Raza et al., 2023).

The Efficiency of Crack Size Reductions on Concrete Slabs with Self-Healing 
Microcapsules

The ultimate crack widths that occurred on eight concrete slab specimens consisted of 
two controlled RC slabs, three R concrete slabs with large self-healing microcapsules and 
three concrete slabs with small self-healing microcapsules were varied in general due to 
the difference in number of low velocity impact hits, N. Overall, all specimens obtained 
self-healing process after the self-healing microcapsules that contained sodium silicate 
liquidation were released resulted from the breaking of the encapsulation from impact 
(Maddalena et al., 2021; Kahar et al., 2021). All specimens displayed an orthogonal crack 
pattern of length 152.5 mm from the centre of the specimens. The average reduction in 
the size of the crack width of specimens is presented in Table 8.

Based on Table 7, there are three main points of ultimate crack on specimens that 
displayed self-healing process, where the crack was above the location of the large and 
small self-healing microcapsules. The reduction of cracks at the three points mentioned for 
the specimens was measured and recorded as an average crack reduction in 28 days. The 
average crack reductions of specimens LC, L1, L2, L3, SC, S1, S2 and S3 were 2.19 mm, 
0.28 mm, 0.36 mm, 0.42 mm, 1.99 mm, 0.99 mm, 1.07 mm and 1.25 mm, respectively. 
The average crack of specimens, L1, L2, L3, S1, S2 and S3 were reduced by 0.93 mm, 
1.14 mm, 1.55 mm, 0.03 mm, 0.06 mm, and 0.03 mm from its original crack width of 1.21 
mm, 1.5 mm, 1.97 mm, 1.02 mm, 1.13 mm and 1.28 mm, correspondingly. However, both 
the ultimate cracks on the controlled concrete slab specimens, LC and SC, have no self-
healing process because of the absence of the large and small self-healing microcapsules. 
The visible crack reductions on the specimens L1, L2, L3, S1, S2, and S3 in 28 days were 
consistently fast due to the efficiency of the volume of sodium silicate liquidation reaction 
with the cementitious-based chemical inside the specimens, as presented in Table 9. The 
healing process is monitored from day one by circling the area of the crack. The circled 
area of the crack is checked daily, and the width of the crack is recorded using a microscope 
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Table 8
The size reduction of cracks on concrete slab specimens

Weight drop test The process of self-healing in days Crack 
reduction, mm

Specimens Points 1 3 5 7 11 14 18 21 28 Average

Controlled, 
LC

Point 1 2.32 2.32 2.32 2.32 2.32 2.32 2.32 2.32 2.32
2.19Point 2 2.08 2.08 2.08 2.08 2.08 2.08 2.08 2.08 2.08

Point 3 2.18 2.18 2.18 2.18 2.18 2.18 2.18 2.18 2.18

L1
Point 1 1.24 0.72 0.59 0.32 0.28 0.28 0.28 0.28 0.28

0.28Point 2 1.18 0.8 0.74 0.30 0.28 0.26 0.26 0.26 0.26
Point 3 1.20 0.7 0.62 0.36 0.31 0.31 0.31 0.31 0.31

L2
Point 1 1.6 1.26 0.7 0.61 0.53 0.38 0.38 0.38 0.38

0.36Point 2 1.4 1.27 0.4 0.39 0.37 0.36 0.36 0.35 0.35
Point 3 1.5 1.19 0.68 0.61 0.43 0.43 0.43 0.38 0.37

L3
Point 1 2 1.52 0.83 0.58 0.47 0.45 0.45 0.45 0.45

0.42Point 2 1.94 0.99 0.82 0.7 0.65 0.53 0.44 0.42 0.42
Point 3 1.98 1.65 1.25 1.03 1.03 0.74 0.53 0.41 0.4

Controlled, 
SC

Point 1 2 2 2 2 2 2 2 2 2
1.99Point 2 2.04 2.04 2.04 2.04 2.04 2.04 2.04 2.04 2.04

Point 3 1.93 1.93 1.93 1.93 1.93 1.93 1.93 1.93 1.93

S1
Point 1 1.07 1.07 1.05 1.05 1.04 1.04 1.04 1.04 1.04

0.99Point 2 0.97 0.96 0.95 0.95 0.95 0.94 0.94 0.94 0.94
Point 3 1.03 1.02 1.02 1 1 1 1 1 1

S2
Point 1 1.17 1.15 1.15 1.14 1.14 1.14 1.14 1.14 1.14

1.07Point 2 1.09 1.07 1.07 1.07 1.07 1.06 1.06 1.06 1.06
Point 3 1.12 1.1 1.1 1.1 1.09 1.09 1.09 1.09 1.09

S3
Point 1 1.32 1.32 1.3 1.3 1.3 1.3 1.3 1.3 1.3

1.25Point 2 1.21 1.20 1.19 1.17 1.17 1.17 1.17 1.17 1.17
Point 3 1.31 1.30 1.29 1.29 1.29 1.29 1.28 1.28 1.28

at the laboratory. The width of the crack reduction from day one until the end of the 28th 
day is recorded.

Based on Table 8, all specimens besides the controlled specimens, LC and SC, 
obtained self-healing effectively and reduced the original ultimate cracks up to a certain 
width. The efficiency in the healing process was increased by 87.2%, 83.6% and 80.8% 
for the Specimens L1, L2 and L3 with the large self-healing microcapsules compared 
to their controlled specimens. Moreover, in comparison to the controlled specimen, the 
specimens S1, S2, and S3 with the small self-healing microcapsules displayed an increment 
in healing efficiency of 50.3%, 46.2%, and 37.2%, respectively. Hence, the efficiency 
difference between the specimens with large self-healing microcapsules and small self-
healing microcapsules was 68.2%, where the large microcapsules contributed more to the 
self-healing of specimens compared to the small microcapsules.
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Table 9
Concrete slab specimens with large and small self-healing microcapsules before and after the 28-day self-
healing process

Specimens Point 1 Point 2 Point 3

Specimen L1 Before: 1.24 mm Before: 1.18 mm Before: 1.20 mm

After: 0.28 mm After: 0.26 mm After: 0.31 mm

Specimen L2 Before: 1.6 mm Before: 1.4 mm Before: 1.5 mm

After: 0.38 mm After: 0.35 mm After: 0.37 mm

Specimen L3
Before: 2 mm Before: 1.94mm Before: 1.98 mm
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Specimens Point 1 Point 2 Point 3

After: 0.45 mm After: 0.42 mm After: 0.4 mm

Specimen S1
Before: 1.07 mm Before: 0.97 mm Before: 1.03 mm

After: 1.04 mm After: 0.94 mm After: 1 mm

Specimen S2

Before: 1.17 mm Before: 1.09 mm Before: 1.12 mm

After: 1.14 mm After: 1.06 mm After: 1.09 mm

Table 9 (continue)
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Specimens Point 1 Point 2 Point 3

Specimen S3

Before: 1.32 mm Before: 1.21 mm Before: 1.31 mm

After: 1.3 mm After: 1.17 mm After: 1.28 mm

Table 9 (continue)

The crack widths dominant at specimens L1, L2 and L3, demonstrated that the larger 
size of the self-healing microcapsules resulted in the RC slab becoming slightly fragile due 
to the volume of PLA and PMMA materials consuming space in the specimens, with their 
low tensile break points (Ridwan et al., 2017). However, the sodium silicate liquidation 
inside the self-healing microcapsules compromised the strength loss and managed to repair 
the cracks from inside to outside of the ultimate cracks on the specimens, as the volume 
and spread radius of the liquidation were within the critical zones of the specimens (Sabee 
et al., 2022). Furthermore, the process of self-healing in specimens S1, S2 and S3 was 
slow and less so due to the volume of sodium silicate liquidation in the small self-healing 
microcapsules, which can only occupy a small range of crack gaps from their encapsulation 
sources (Muda et al., 2016; Kahar et al., 2021).

CONCLUSION

The research on the efficiency of the self-healing microcapsules in concrete slab specimens 
subjected to low velocity impact force was successful in 28 days. The maximum number 
of impact hits, N, obtained by the controlled concrete slabs, LC and SC, was nine hits. 
At the same time, the specimens with large and small self-healing microcapsules, L1, L2, 
L3 and S1, S2 and S3, received ultimate cracks after 19 hits, 16 hits, 11 hits and 14 hits, 
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10 hits and 12 hits, respectively. The highest and lowest impact hits for specimens with 
self-healing microcapsules were obtained by specimens L1 and S2, with 19 hits and 10 
hits, respectively. Furthermore, the average crack width displayed by the specimens LC, 
L1, L2, L3, SC, S1, S2 and S3 was 2.19 mm, 1.21 mm, 1.5 mm, 1.97 mm, 1.99 mm, 1.02 
mm, 1.13 mm and 1.28 mm, respectively. The results demonstrated that the concrete slab 
specimens with microcapsules can endure more impact hits compared to the controlled 
concrete slab specimens. Though the specimens were similar in size, curing days and 
mix design, the hit numbers still varied, resulting from the small air voids or improper 
distribution of materials in the specimens.

In terms of the reduction of crack width, the average crack of specimens, L1, L2, L3, 
S1, S2 and S3 were reduced by 0.93 mm, 1.14 mm, 1.55 mm, 0.03 mm, 0.06 mm and 
0.03 mm from its original crack width of 1.21 mm, 1.5 mm, 1.97 mm, 1.02 mm, 1.13 
mm and 1.28 mm, correspondingly. Moreover, the ultimate cracks of eight concrete slab 
specimens do not exceed 2.5 mm, which is suitable for self-healing agents, such as sodium 
silicate liquidation, to seep through the crack gaps and reduce their width. The efficiency 
in the healing process was increased by 87.2%, 83.6% and 80.8% for specimens L1, L2, 
and L3 with the large self-healing microcapsules compared to their controlled specimens. 
In comparison to the controlled specimen, the specimens S1, S2, and S3 with the small 
self-healing microcapsules displayed an increment in healing efficiency of 50.3%, 46.2%, 
and 37.2%, respectively. As a whole, the materials of PLA and PMMA with low tensile 
properties to break point dominated the concrete slab specimens’ volume, thus leading 
to the crack widths on specimens like specimen LC to be larger than the ultimate crack. 
The larger size of the self-healing microcapsules led to a slight fragility in specimens. 
Nevertheless, self-healing microcapsules containing sodium silicate liquidation dealt with 
the strength loss and repaired the overall ultimate cracks on the specimens.

FUTURE RESEARCH DIRECTION

The future research direction of the work could explore the development of a hybrid 
triggering mechanism (e.g., mechanical/thermal) of self-healing concrete subjected to high-
velocity impact. Besides that, looking into the performance of recycled/reused concrete 
material promotes sustainable construction practices (Ahmad & Shokouhian, 2024; Akor 
et al., 2023; Gao, 2023). Machine learning models (e.g., gene expression programming) 
can help broaden the parameters of the investigation, reducing the cost and time of the 
investigation and resulting in better data accuracy (Inqiad et al., 2023). 
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ABSTRACT

Solar thermal systems enhance wastewater treatment efficiency, preservation, and processing of 
agricultural produce, facilitating industrial/domestic heating and cooling. They provide cost-effective, 
green energy harvesting, storage, and conversion. However, the efficiency and durability of those 
devices largely depend on the quality of their absorbing medium. Hence, researchers channeled their 
focus toward enhancing their performance. This prompted the use of MXene for microstructural 
modification of solar thermal absorbers. MXene has shown outstanding photothermal conversion 
characteristics and excellent stability in strong alkaline and acidic solutions. Yet, recent literature 
reported lower efficiency in solar thermal systems. This review focuses on the latest microstructural 
modifications of the solar thermal absorber with MXene as a microstructural modifier, as well as their 
influence on thermal conductivity, strength, photothermal conversion, and corrosion characteristics. 
The study aims to find the root of the basic challenges in solar thermal systems (STSs) and to create 
opportunities for integration, processing, and manufacturing of a large and rapidly expanding 

family of STSs with improved characteristics and 
reliability in service. Previous studies reveal that 
the integration of 0.1 wt.%–7.5 wt.% MXene as a 
microstructural modifier significantly improved 
the thermal and corrosion properties in solar 
thermal systems employing nanofluids, phase-
changing materials, and coatings. However, it 
is worth mentioning that there is no significant 
literature on the fabrication of MXene-reinforced 
metal matrix composites for solar thermal 



1708 Pertanika J. Sci. & Technol. 33 (4): 1707 - 1741 (2025)

Mannir Ibrahim Tarno, Azmah Hanim Mohamed Ariff, Suraya Mohd Tahir and Che Nor Aiza Jaafar

absorbers. The study highlights the benefits of powder metallurgy in fabricating MXene-reinforced 
metallic solar thermal absorbers and suggests exploring the potential of MXene in this previously 
unexplored area.

Keywords: Corrosion behavior, mechanical properties, microstructural modification, MXene, photothermal 
conversion, solar thermal absorber, solar thermal systems, thermal conductivity 

INTRODUCTION

Solar thermal systems (STSs) increase energy efficiency and help in improving 
environmental factors that impact human health. They are basic for both life and 
environmental sustenance. STSs’ affordability, sustainability, and pollution-free sources 
of energy make them novel and renewable solutions for agricultural, domestic, and 
industrial heating and cooling applications. Al-Mamun et al. (2023) emphasized that one 
of the most practical uses of solar energy, which is a readily available, affordable, and 
ecologically harmless energy source to meet global energy demands, is the solar thermal 
system. However, recent studies of STSs revealed lower efficiency (Bogdanovics et al., 
2024; Goel et al., 2023).  According to García-Segura et al. (2021), erosion and corrosion 
were recognized as the main issues in solar stills. The study further identified 16 types of 
degradation in solar reflectors for Concentrated Solar Thermal (CST) systems and attributed 
the defects to the synergistic relationship with their environmental agents.  Tarno, Masuri, 
Ariff and  Musa (2024) reported that during their operational sequences, solar absorbers 
were confronted with many challenges, such as the risk of atmospheric attack, thermal 
fatigue, and cracks resulting in failure (Figure 1). 

Xu et al., (2025) studied a novel solar absorber design using a three-layer periodic 
structure of Ti-Al2O3-Ti circular composites on a Ti-Al2O3 substrate, achieving the highest 
solar absorption (average >97.8%, minimum >90%) across a broad spectrum (240 nm to 3354 
nm) with high thermal stability, However, while the design demonstrates significant potential 
for solar energy applications, its reliance on precise periodic structures may pose fabrication 
complexity and material cost, which could impact large-scale manufacturing. Ali et al. (2024) 
investigated graphene-based solar absorber structure and concluded that it can be efficiently 
used for harvesting solar energy. Dumka et al. (2024) enhanced solar still performance by 
integrating wax-filled rods and reported a 6.3% reduction in distillate production costs. 
Bady et al. (2024) modified and investigated solar distillers that utilize copper tubes filled 
with PCM are highly beneficial. Nie et al. (2024) improved the mechanical properties of 
Al by introducing Cu reinforcement. The study revealed that Copper (Cu) atoms diffuse 
into aluminum (Al) particles during the PM process, filling the gaps in the Al particles and 
strengthening their interfacial bond. The improvement of the alloy’s mechanical characteristics 
is another benefit of the CuAl₂ phase’s development. The materials were recommended for 
applications in the aerospace industry as well as in the automotive industry. Suraparaju et 
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al. (2025) investigate the combination of nanoparticle-infused composite energy storage 
materials with a unique double-finned absorber in a single-slope solar still. The finding 
reveals that coal nanoparticles combined with paraffin wax increase thermal conductivity by 
52.61% at optimal concentration. The double-finned absorber improves thermal distribution 
by increasing surface area for heat absorption, resulting in a 123% increase in distillate yield, 
peak absorber temperatures of 68°C, and thermal efficiency rising to 51.38%.

The systems continue to face challenges of low efficiency  (Fayaz, et al., 2022; Thakur 
et al., 2022).  These challenges prompted the integration of MXene as a microstructural 
modifier in solar thermal absorbers (Alhamada et al., 2022; Aslfattahi et al., 2020, 2021; El 
Hadi Attia et al., 2023; Mao et al., 2022; Panda et al., 2024; Singh et al., 2023; Solangi et al., 
2022; Thakur et al., 2022; Zhao et al., 2023; Y. Zhou et al., 2024). This was due to MXene’s 
transparency, plasmonic behavior, and the nature of its high surface and tunable area due to its 
layered structure, strong chemical bonding, and tunable surface chemistry. MXene, as a family 
member of the two-dimensional (2D) materials, mainly carbides, nitrides, and carbonatites 
of transition metal, has shown outstanding photothermal conversion characteristics and 
demonstrated excellent stability in both strong alkaline and acidic solutions.

This study has been conducted through a comprehensive review of academic literature 
and presents a review of the latest microstructural modifications of the absorbers in STSs 

Figure 1. (a) Corroded absorber in a solar dryer; (b) Corroded solar dryer; (c) Corroded absorber in a solar 
still; and (d) Corroded absorber solar still. Pictures taken from Sokoto Energy Research Centre, Usmanu 
Danfodiyo University, Sokoto, Nigeria

(a)

(c)

(b)

(d)
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with MXene as an absorber modifier, as well as their influence on thermal conductivity, 
photothermal conversion, corrosion characteristics, and behaviors under the action of 
mechanical loading. This paper identifies the most suitable types of materials for solar 
thermal absorbers and their manufacturing processes and discusses their disadvantages and 
implications. Scientific contributions to the development of MXene-reinforced aluminum 
solar-thermal absorbers with the optimal microstructure were offered to promote the 
efficiency of STSs and unlock the potential of MXene that had hitherto remained closed. 
Thus, the need for a better and wider understanding of the impact of MXene on the basic 
qualities of solar thermal absorbers in STSs at certain mechanical and thermal loadings, 
as well as its corrosive and atmospheric stabilities, prompted this study. 

TYPES OF SOLAR THERMAL SYSTEMS

STSs absorb and convert electromagnetic radiation released from the sun into heat, which 
is regarded as solar thermal energy, and are used to directly heat fluid (Tarno, Masuri, Ariff, 
& Musa, 2024). Another option is to cause the movement of electrons in a conducting 
material, which is referred to as a photovoltaic system (Kalidasan et al., 2024). Absorber 
is the fundamental component of STSs that directly absorbs the electromagnetic radiation 
from the sun and converts it to thermal energy. In solar thermal systems, the principles 
lie in exposing the surface of a dark thermal conducting material to the electromagnetic 
radiation of sunlight. This resulted in the absorption of radiation and its conversion into 
thermal energy. The energy is transferred to a medium, usually water or air, for utilization. 
Figure 2 demonstrates common solar energy utilization. 

STSs may be active systems or passive types. Active solar systems have moving parts 
or sophisticated electronic packages, such as automatic sun tracking systems attached. 
The solar thermal absorber is the specific part of the collector that directly absorbs solar 
energy and produces heat, frequently using an absorber plate with a unique coating. Passive 
solar systems use thermal mass as a heat-preserving substance in conjunction with natural 
absorption techniques to reduce solar radiation. When no optical concentration design is 
incorporated in an STS, the system is a non-concentrating solar thermal collector (STC) 
and can achieve a temperature range of 60°C to 80°C. When temperatures higher than 80°C 
are needed, the radiation should be concentrated (Vahidhosseini et al., 2024).  Figure 3 
shows a solar still incorporated with mirror solar radiation concentration (Figure 3a) and 
a non-concentrating solar dryer (Figure 3b). 

The absorber, the central component of all solar collectors, captures sunlight, converts 
it into heat as efficiently as possible, and transfers it to a circulating fluid with the least heat 
loss. The efficiency of every solar thermal system depends on the quality of its absorbing 
unit. However, geometrical qualities such as thickness, surface area exposed to the sun, 
density, material type, manufacturing, and finishing processes of the absorber all affect 
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Figure 2. Solar thermal energy for major industrial, agricultural, and domestic utilizations

DILUTED SOLAR RADIATION FROM THE SUN

DIRECT PROCESS INDIRECT PROCESS

Thermal Photovoltaic Water 
power Wind Biomass

Ocean 
Temperature 

difference

Solar Thermal 
System

Flat Plate Solar 
Thermal Systems

Evacuated Solar 
Thermal System

Concentrating Solar 
Thermal Systems

Figure 3. Concentrating and non-concentrating STSs (a) Concentrating solar still; (b) non-concentrating 
solar dryer; (c) hybrid solar dryer, and (d) non-concentrating evacuated solar water heater. Pictures taken 
from Sokoto Energy Research Centre, Usmanu Danfodiyo University, Sokoto, Nigeria

(a)

(c)

(b)

(d)
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Figure 4. STSs basic applications

absorbance. Solar energy concentrators employ accessories such as mirrors, lenses, or 
parabolic surface reflectors to direct and concentrate sunlight into the absorbing material. 
Typically, the working fluid, such as water, air, nano-enriched water, or synthetic oil, is 
passed through the receiver tube. To reduce heat losses and achieve higher temperatures than 
a non-concentrating collector.  An image concentrator concentrates STSs to focus and direct 
sunlight onto a small absorbing area. A hybrid STS, as shown in Figure 3(c), comprises 
a solar panel performing two functions: an external thermal absorber and a direct current 
electricity source for supplying an electric inverter, which provides current to a circuit 
containing a resistor for heat generation and to an electric motor for air blowing. Evacuated 
STSs, as shown in Figure 3(d), have highly efficient insulation due to their vacuum. 

This vacuum significantly reduces heat loss, enabling these collectors to effectively 
capture and retain solar energy. The evacuated collectors utilize an inner metallic heat 
pipe or U-tube, as shown in Figure 3(d). The heat pipe absorbs and transfers the heat to a 
heat exchanger, which converts it to energy and transfers it to a working fluid circulating 
throughout the solar system. They consist of glass tubes with double walls coated with a 
unique substance with a low thermal emittance and a high solar absorbance. The vacuum 
created serves as a better insulator. Thermal applications are based on the constructional 
features, working principles, and operational sequences of thermal systems. Figure 4 depicts 
the major applications of STSs.

However, being exposed to an atmosphere, evacuated tubes (STSs) could be affected 
by weather cycles such as seasons and day-night frequencies. El-Fakharany et al. (2024) 
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attempted to improve the performance of evacuated STSs by placing a PCM (paraffin 
C20–C33) as a backing bar for the absorber. The highest air outlet temperature measured 
was 106°C at 0.015 kg/s, and the highest thermal efficiency measured was 64.5% at 0.03 
kg/s. Evacuated tube solar receivers are more expensive but effective than non-evacuated 
ones. Nonetheless, the benefits of a non-evacuated solar receiver include its affordable 
price, ease of assembly, and superior thermal and optical properties.

MATERIALS FOR SOLAR THERMAL ABSORBER

Solar thermal systems require good strength. They must also have efficient heat conduction, 
corrosion resistance, and photo-thermal qualities (Kalidasan et al., 2024; Samylingam et al., 
2021; Zhao et al., 2023). The incoming radiation, thickness, refractive index, and extinction 
coefficient of the material all influence its transmittance, reflectance, and absorbance. Metallic 
materials are widely used as absorbers due to their structural makeup. A sea of electrons 
surrounds the matrix of electrons in metals. The sea facilitates conductivity and corrosion 
resistance. The coating deposited on the surface of the absorber enhances the STC absorber’s 
photothermal characteristics (Sethi et al., 2024). A material composed of stannic selenide 
(SnSe2), aluminum (Al), and titanium (Ti) with graphene was developed. The contribution 
of this design has been investigated in 4-atm regimes, with 0.22, 0.8, 2.46, and 2.85 being 
the optimal four wavelengths (micrometers). In the 2.4–3 micrometer bandwidth, the current 
absorption exceeds 97% (97.4%), surpasses 95% from 0.2–1 micrometer, and extracts 90.3% 
for the 2800 nanometer band between 0.2 and 3.0 wavelength regimes. A heat treatment 
process was used by Tarno, Masuri, Ariff, Daura et al. (2024), where mild steel was carburized 
for enhanced mechanical and corrosion characteristics. With the formation of a corrosion 
phase, the material was recommended for STS applications. Additionally, many studies have 
attempted to enhance the absorber’s thermal conductivity and corrosion behavior through one 
or more approaches created by advanced engineering materials and composites (Alhamada 
et al., 2022;  Tarno, Masuri, Ariff & Musa, 2024; Zhao et al., 2023). Other studies employ 
coating on the surface of the absorber (Sethi et al., 2024). 

The literature may indicate that MXene, a family of two-dimensional (2D) transition 
metal nitrides, carbides, and carbonates, has shown outstanding photothermal conversion 
characteristics and excellent stability in strong alkaline and acidic solutions. However, the 
application of MXene as a reinforcement in a metal matrix for modifying microstructures 
of metallic solar thermal absorbers was not reported.

MXENE AS MICROSTRUCTURAL MODIFIER

Microstructural modification in solar thermal absorbers is critical for developing or 
transforming inherited structures into an improved structure with new phases that can 
withstand oxidation at high temperatures. By optimizing the material’s structure at the 
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microscopic level, the basic qualities of the absorber, such as photothermal conversion, 
thermal conductivity, and strength, can be significantly enhanced. These modifications 
enable better tribology, reduce heat losses, and increase the lifespan of the STSs under 
high and fluctuating temperatures. 

According to Fan et al. (2022), Ti3C2Tx MXenes, known for their higher conductivity 
ranging from 6000 to 8000 S cm⁻¹,  offer a highly promising composite for improved solar 
energy capture. Figure 5 presents images produced by scanning electron microscope with (a) 
MAX and multilayered MXene in (b), (c) MXene nanosheet and MXene colloid solution, 
and (d) X-ray diffraction patterns of MXene and MAX with their common peaks and h-k-l 
values (Wu et al., 2023). Figure 6 demonstrates images from SEM with a thin-layered 
material in (a) and an accordion-like multilayered material in (b)–(d). Figure 7. Compared 
with Ti3AlC2, Ti3C2Tx missed an intensity peak at 2θ≈39°, attributed to the elimination of 
Al. Hence, such properties allow MXene to be used in solar thermal absorbers of various 
STSs.  The study by Fayaz et al. (2022) attempts to improve the temperature of the absorber 
plate in a solar still using titanium particles. The study reported that integrating titanium 
particles improved the thermal behavior of the absorber plate.

Figure 5. Images produced by scanning electron microscope with: (a) MAX; (b) multilayered MXene; (c) 
MXene nanosheet and MXene colloid solution; and (d) X-ray diffraction patterns of MXene and MAX 
(Bai & Wang, 2023)

(a)

(c)

(b)

(d)
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Figure 7. X-ray diffraction spectra (XRD) of intrinsic Ti3C2Tx (red), Ti3AlC2 (indicated in blue), and standard 
Ti3AlC2 (represented in pink color) (Wu et al., 2023)

Figure 6.  Images captured by SEM with: (a) thin and multi-layered materials (a); (b-d) with an accordion-
like multilayered material (Wu et al., 2023)

(a)

(c)

(b)

(d)

According to Kumar et al. (2023), MXenes have a unique nanostructure, which is 
planar, that exhibits superior optical and thermophysical qualities. The structure makes 
them qualify for a variety of applications in STSs. Panda et al. (2024), while describing 
the basic structure of MXene, stressed that they were stacked in several stable layers that 
featured an irregular exfoliated morphology made up of two-dimensional nanosheets that 
were transitional carbides. Aluminum is separated from layered MAX phases by chemically 
treating the material with hydrofluoric acid to create this exfoliated structure. The layered 
exfoliated assemblage of MXene nanosheets, featuring pore walls attached in the form of 
carbides of transition metal, Ti3C2, V2C, Mo2C, and Nb2C, the’ strong thermal conductivity 
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of transitional carbides facilitates the liquidus and solidus phenomenon of phase-change 
material inside the 2D nanosheet structure without any leakage. 

This suggests the presence of a eutectic phase change material (PCM), a long molecular 
chain compound, between these MXene’s exfoliated layers. Blocks are stacked tightly, 
exposing a rough surface in the MAX phase, Figure 8(a). The dense structure of MAX 
was changed into the multilayer structure of MXene by etching the layers of aluminum 
elements Figure 8(b). The X-ray diffraction phase patterns of the MAX phase and MXene 
are displayed in Figure 8(c). It is possible to identify the distinctive MAX phase signals at 
8.5° (002), 33.9° (101), 39.0° (104), and 41.6° (105) (Xu et al., 2023). In contrast, MXene’s 
(002) peak widens and moves from 9.5° to 6.2°. In the meantime, the peaks in the MXene 
XRD pattern that corresponded to the (101), (104), and (105) faces nearly vanished. 
Moreover, the Al element is symbolized by the (104) peak disappearing.

XPS was used to examine the components of MXene, as shown in Figure 8(d). 
Orbitals F 1s, Ti 2p, C 1s, and O 1s are responsible for the four distinctive signals detected 
at 685 electron Volt, 530 electron Volt, 459 electron Volt, and 285 eV, respectively. The 
X-ray diffraction spectra patterns of MXene, X-ray diffraction MXene-TiO2, and that of 
reduced MXene-TiOx were recorded at a temperature of 600°C, as displayed in Figure 9. 

Figure 8. Micrograph and XRD images related to: (a) MAX; (b) MXene, (c) XRD image showing phase 
patterns of MAX/MXene; and (d) XPS survey representation of MXene (Xu et al., 2023)

(a)

(c)

(b)

(d)
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The anatase TiO2 peaks are traced at 2θ = 27.37° and 48.12°, as in Figure 9(a), indicating 
that the nano-spheres that were previously linked to the MXene-reinforced developed 
composites prior to the reduction phenomenon were anatase TiO2. As Figure 9(b) illustrates, 
the reduction impact peaked at 600°C following the reduction. Moreover, the anatase TiO2/
MXene composite, Ti3AlC2, MXene, and 600°C morphologies and microstructures are 
demonstrated in Figure 9(c)–(f).

The SEM images of the few-layered and multilayered Ti3C2Tx MXene are displayed 
in Figure 10. The multilayered Ti3C2Tx MXene exhibits a loose multilayer microstructure 
[Figure 10(a)]. The few-layered Ti3C2Tx MXene was observed to have a practically 
transparent quality, as illustrated by Figure 10(b). This suggests that the multilayered 
Ti3C2Tx MXene has been exfoliated to create ultrathin, few- or single-layered Ti3C2Tx 
MXene nanosheets. A collection of diffraction peaks characteristic of a hexagonal crystal 
structure can be seen in the XRD pattern of Ti3C2Tx powders, as in Figure 10(c). The (0 0 
2) peak at 2θ = 9.51° in these diffraction peaks is often linked to an interlayer spacing of 
9.32 Å (Zheng et al., 2022)

Singh et al. (2023) observed the peak of MXene at 36.76°, corresponding to the (0 0 
8) crystal plane. The XRD pattern of the TiO2 photoelectrodes incorporated with MXene 
shows diffractive peaks from FTO substrates along with diffraction peaks at various 2 theta 

Figure 9. (a) XRD images showing phase patterns of MXene, MXene-TiO2,@ 600 ℃; (b) XRD images of 
MXene-TiO2 under different temperatures; (c) SEM images of Ti3AlC2; (d) MXene; (e) Anatase MXene-
TiO2; and (f) 600 ℃ reduced MXene-TiOx  (W. Zhou et al., 2024)

(a) (c)

(b)

(d)

(e) (f)
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degrees for anatase TiO2 (JCPDS - 21–1272) at 25.48°, 37.84°, 48.25°, 54.20°, 55.30°, 
61.70°, and 62.92°. The angles correspond to (1 0 1), (0 0 4), (2 0 0), (1 0 5), (2 1 1), (2 1 3), 
and (2 0 4) planes. The phase pattern may change with a metal matrix, such as aluminum, 
reinforced with MXene. The peculiar properties of aluminum, such as its lightness and 
non-toxicity, being second only to copper in terms of thermal conductivity, coupled with 
its lightness, make it almost one-third the density of steel and copper. Aluminum may be 
next after silver when it comes to conductance by weight ratios; while copper is 8.9 g/cm3, 
aluminum is 2.7 g/cm3. Aluminum is relatively cheaper compared to copper and silver. 
Aluminum softens, boils, and recrystallizes at approximately 350°C, 2470°C, and 150°C, 
respectively (Tarno, Masuri, Ariff, & Musa, 2024). An oxide film rapidly forms on its 
surface when exposed to the atmosphere, preventing further attacks. However, aluminum is 
weak, unstable, and prone to corrosion. It is weak in acids and bases. According to R. Wang 
et al. (2024), the oxidation characteristics of aluminum and its basic alloys are significant 
in its applications in industries. The study attributed the formation process of the film to the 
action of OH− hydrocracking in water under the electrochemical environment of applying 
a small current, and the O in the water molecule forms two distinct oxide films with the 
Al matrix in the form of O2− and OH−.

MANUFACTURING PROCESSES OF SOLAR THERMAL ABSORBER 
THROUGH COMPOSITE TECHNOLOGY

Nano and composite technologies enable microstructural alteration through heat, pressure, 
or both to distribute reinforcement uniformly and maintain particle homogeneity in 

Figure 10. SEM images of: (a) a multilayered; (b) a few-layered Ti3C2Tx MXene; and (c) XRD phase patterns 
of Ti3AlC2 powders with few-layered Ti3C2Tx MXene (Zheng et al., 2022)

(a) (c)

(b)
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the matrix. The fundamental processes are (1) solid, (2) fusion, and 3D manufacturing 
techniques. A detailed outline of each process is shown in Figure 12. The primary part of 
the composite is called the matrix, while the secondary part is known as reinforcement. The 
purpose is to induce properties that are neither obtainable in the matrix nor the reinforcement 
but can be obtained in the final product. For instance, in a study by Ariff et al. (2023)  a 
natural fiber was used alongside a polymer material to develop a rice husk-PU reinforced 
composite for a sound barrier technology. Composites are named according to the matrix 
composition and reinforcement Figure 11. Thus, composites are categorized as (1) metal 
matrix composites, (2) ceramic matrix composites, and (3) polymer matrix composites.

Figure 11. Matrix and reinforcements for the fabrication of MMCs

Metal matrix composites

ReinforcementsMatrix

Inorganic
Organic

Oxides

Ferrous & 
ferrous alloys

Non-ferrous & 
non-ferrous alloys

Iron & steels Borides Nitrides Carbides Others

Industrial waste Agro waste Polymeric 
waste

Metal Matrix Composites 

MMCs are advanced materials with improved electro-mechanical qualities and good 
thermal and chemical stabilities. Those characteristics make those materials suitable for 
various applications ranging from cutting tools and transportation through consumer 
electronics, defense, and space to aerospace, marine,  solar thermal absorbers and packaging 
industries (Seetharaman & Gupta, 2021). Hence, the nano and composite approaches could 
improve the low mechanical qualities, thermal, and chemical stabilities in solar thermal 
absorbers. The commonest MMCs are (1) continuous fiber or sheet-reinforced CFMMCs, 
(2) particle-reinforced PRMMCs, and (3) short fiber or whisker SFMMCs. 

Particle-Reinforced 

This consists of metal matrix and equiaxed ceramic reinforcements mostly carbides (TiC, 
SiC, B4C, and NbC.) borides (Titanium boride TiB2), oxides (Alumina Al2O3), carbon 
nanoparticle (Graphene GNPs), nitrides of Aluminum (AlN), titanium (TiN), boron (BN), 
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and silicon (Si3N4). The size of reinforced particles in MMCs may range from millimeters 
to nanoscale (M. Wang et al., 2024). These materials have the potential to improve metallic 
solar thermal absorbers.

Manufacturing Processes of Composites for Solar Thermal Absorbers

The fabrication of MMC can be achieved through fusion, such as casting, solid-state 
techniques, such as PM, recrystallization, and/or additive manufacturing. A study was 
conducted on the hardness and microstructural development of Sn-5Sb-xCNT/Cu solder 
junctions composite through PM, and enhanced resistance to indentation was observed at 
the solder junctions of the composite (Dele-Afolabi et al., 2020). Composite materials were 
developed via plasma spraying to create in-situ and ex-situ CrB2 coatings. A low oxygen 
permeability phase was produced during the oxidation, and good oxidation resistance was 
measured in Cr-B4C (Guo et al., 2023). Tarno, Masuri, Ariff, and Musa (2024) modified 
aluminum microstructure via recrystallization by reinforcing reduced iron and chromium 
oxide in its matrix. The study reveals improved strength and corrosion behavior. Generally, 
composites can be manufactured through fusion, solid state, and 3-dimensional (3D) or 
additive manufacturing processes, as depicted in Figure 12. Fusion includes casting and 
infiltration techniques (Chen et al., 2023). 

Solid-state processes include PM, diffusion bonding, recrystallization, spray deposition, 
and hot isostatic pressing (Ashrafi et al., 2021). Additive manufacturing comprises material 
extrusion, directed energy deposition, vat photopolymerization, binder jetting, and powder 
bed fusion (Yang et al., 2024). Er et al. (2023)  adopted one of the additive manufacturing 
techniques depicted in Figure 12, a Vat Photopolymerization technique, to 3D print phase 
change material/resin composites using an SLA printer. The thermophysical properties 
and solar thermal energy storage performance of the material were investigated. The 
study reveals a 50% phase change material (PCM) ratio as optimal for the fabricated 
components, achieving a latent heat enthalpy of 83.7 J/g and a tensile strength of 14.02 
MPa. This balance highlights the material’s effectiveness in thermal energy storage while 
maintaining reasonable mechanical integrity. However, this process requires high energy 
and the use of complex equipment.  Tarno, Masuri, Ariff, and Musa (2024) utilize a solid-
state technique called the recrystallization process depicted in Figure 12 to successfully 
reinforce the aluminum matrix with iron and chromite. The authors recommend the material 
for solar thermal absorber applications. 

However, the study lacks a detailed explanation of the solubility of reinforcements 
in the matrix. Lee et al. (2024) developed a reversible solar heating and radiative cooling 
device that uses a mechanically guided 3D architecture that alternates between heating and 
cooling modes under uniaxial strain. The device achieved high heating (59.5°C) and cooling 
(-11.9°C) temperatures, which utilize multilayered films and black paint-coated polyimide 
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films as solar thermal absorbers. Qi et al. (2024) employed a fusion technique depicted 
by Figure 12, multi-sided unidirectional freeze-casting, to develop a biomimetic aerogel. 
The study reveals improved photothermal conversion (95.2%) and thermal conductivity 
(0.3517 W/m·K), reducing oil flow resistance and achieving high oil retention efficiency 
(>92%). Figure 12 categorizes the major routes of manufacturing composites used in solar 
thermal absorbers, such as solid technique, fusion technique, and 3D printing technique.  

However, among all the processes listed, PM has a unique advantage in that it not 
only allows for material density as a controllable variable but also considers energy 
consumption, production speed, environmental factors, complexity, cost, dimensional 
precision, and surface finishing. According to Saberi and Oveisi (2022), PM is a suitable 
approach to producing Cu/Al composite powders. Every casting process requires a melting 
furnace, mold building, and pattern making, which are highly energy-consuming. These 
disadvantages apply to other processes that require melting and pouring of the parent metal, 
such as casting processes, liquid metal infiltration, and spray co-deposition. 

A die and a corresponding die-casting machine are required for die-casting. The 
machine is required to force the molten metal into the die cavity between the two halves of 
the die. This also involves the application of high pressure (T. Wang et al., 2022). Casting 
has disadvantages, including being expensive and complex mold design, more material 
waste, the possibility of flaws impacting mechanical properties, more energy usage, a slower 

Figure 12. Composites approach to manufacturing solar thermal absorber
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rate of manufacturing, and a more significant environmental impact. In contrast, PM is a 
more appealing choice for some applications due to its advantages in material efficiency, 
dimensional accuracy, energy efficiency, and production speed (Wang et al., 2025).

The inert gas involvement in the vacuum casting process makes it very expensive, 
time-consuming, and highly energy-consuming. A homogeneous and even distribution of 
reinforcement and other defects, such as porosity, wettability, stirrer blade oxidation at 
high temperatures, and mixing rate of reinforcement within the matrix, are all key concerns 
in the stir casting process. A decreased surface roughness is traced in the base metal 
alloys submitted to vacuum casting, like that of titanium, compared to base metal alloys 
submitted to acetylene-oxygen flame casting (Kandpal et al., 2022). Casting processes are 
characterized by carbon emissions and environmental impact, specific energy consumption, 
production cycle time, and cost estimation.

Processes such as binder jetting, vat photopolymerization, powder bed fusion, metal 
extrusion, and sheet lamination are the most common 3D composite fabrication methods 
(Nugroho et al., 2022). However, additive manufacturing requires the use of sophisticated 
and costly equipment. For instance, the basic principles of powder bed fusion lie in 
developing the product layer by layer (Singh et al., 2020). Beams such as electrons, lasers, 
and infrared are required as heat sources, making the process expensive and complex, and 
having health and environmental impacts. The process is characterized by residual stress 
and distortion. According to Li et al. (2024), however, the Vat Photopolymerization (VPP) 
process has significant disadvantages in forming designed geometrical characteristics, slurry 
preparation, forming precision, defect management, and multi-material printing. Complex 
tools and expensive energy sources are involved in the process. Printing of highly dense 
and defect-free materials with outstanding mechanical properties remains a major challenge 
with aluminum alloys developed via laser powder bed fusion. (Zhou et al., 2023).

Several disadvantages become apparent when comparing 3D fabrication processes to 
PM for fabricating aluminum composites. A heterogeneous microstructured aluminum alloy 
was fabricated through wire-arc 3D. It is revealed that the microstructure is sensitive to the 
printing and composition conditions. PM has the unique advantage of making density a 
controlled variable, with low energy consumption and environmental compatibility. Figure 
13 depicts the basic PM process and parameters. Using the PM technique, items can also 
be fabricated with better and more precise geometrical characteristics (Zhou et al., 2023).

INFLUENCE OF MXENE ON THERMAL CONDUCTIVITY AND 
PHOTOTHERMAL CONVERSION OF SOLAR THERMAL ABSORBER

M. Ding et al. (2023) employ Ti3AlC2 phase, lithium fluoride (LiF), and MXene composite 
in Cellulose nanofibrils to improve Photo-thermal conversion aerogels under wet and 
dry conditions in a solar still. The study demonstrates the use of cellulose nanofibrils in 
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fabricating a solar-thermal desalination system using MXene composite aerogel. Qualities 
such as thermal insulation (56.5 mWm-1K-1), solar absorption (97.9%), and hydrophilicity 
were reported by the study. This study lacks comparative analyses and evaluations of 
MXene composite aerogel and other solar-thermal stills. The Al/CuO/MXene composite 
containing 7.5 wt% Ti3C2 MXene demonstrates optimal thermal stability and energy 
release efficiency, making it the ideal choice for applications that demand high thermal 
performance; however, when the Ti3C2 MXene content is raised to 10 wt%. %, the composite 
experiences a slight reduction in heat release (Cheng et al., 2023). MXene nanofluids 
demonstrated superior stability compared to graphene due to Ti3C2Tx’s hydrophilicity 
(Wang et al., 2021). MXene improved the black paint coating’s solar absorptivity and 
thermal conductivity by 0.1 w%. A 6.0% increase in water temperature caused by MXene 
results in a 2.07 kg distillate yield. With 0.1 w%. MXene, the solar still’s average energy 
efficiency was 36.31%. The work that previous researchers have done reveals the influence 
on the thermal and photothermal conversion characteristics of STSs by adding MXene 
as a microstructural modifier in solar thermal absorbers, which is summarized in Table 1.

MXene-based nanofluids, phase change materials, paints, and hydrogel-coated 
cotton fabric have been widely covered, as summarized in Table 1. It can be deduced 
that MXene has improved the thermal and photothermal conversion properties of solar 
thermal energy systems, producing positive benefits in solar thermal absorbers made from 
MXene-reinforced carbon nanotubes, phase-change materials, coatings, nanofluids, and 
nanocapsules. These materials have been shown to improve conversion efficiency with 
integration. MXene is added as reinforcement in paints used to coat the surfaces of solar 
thermal absorbers and as a backing for metallic absorbers. However, literature on MXene-
reinforced metal matrix composites for solar thermal absorbers has not been reported.

Figure 13. Powder metallurgy process and parameters
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INFLUENCE OF MXENE ON THE CORROSION BEHAVIOUR OF SOLAR 
THERMAL ABSORBER

Corrosion behavior describes the extent to which a material reacts and oxidizes or deteriorates 
when subjected to environmental and atmospheric conditions that lead to chemical or 
electrochemical reactions. The complex interaction between solar thermal absorbers of 
STSs, their environments, and operational sequences greatly affects their chemical makeup. 
Corrosion of solar thermal absorbers leads to huge economic losses and safety hazards in 
the renewable energy sector, industry, agriculture, and domestic productivity. However, 
the synthesis of MXene has led to a breakthrough in corrosion prevention of solar thermal 
absorbers due to their exceptional practical properties, such as environmental and operational 
stability, and their ability to form a thick, impenetrable layer covering the metal surface that 
keeps corrosive substances from attacking the metal substrate. Cao (2024) stressed that 
two-dimensional (2D) MXene composite coating integration creates a wealth of options 
for MXene-based coatings’ multifunctional uses, particularly in corrosion protection. The 
labyrinth effect of MXene, coupled with the corrosion-inhibiting effects in PDA, and the 
establishment of favorable compatibility between the PDA-functionalized MXene 2D 
material and the WPU matrix are contributing factors to the enhanced corrosion and wear 
characteristics in WPU@PMXene composite film. Table 2 summarizes the influence of 
MXene on the corrosion behavior of solar thermal absorbers.

Table 2
Summary of the recent studies on the influence of MXene on the corrosion behavior of solar thermal absorbers

Authors & 
Year

Title/Focus of 
Work Materials Medium Findings

Sreekumar, 
Shaji et al., 
2024

Energy efficiency 
and chemical 
stability through 
the application of  
MXene/Carbon-dot 
hybrid nanofluid 

0.15 wt.%, C-dot, 
0.1 wt.% MXene, 
and 0.15 wt.%, 
hybrid nanofluids 
respectively.

0.1 M 
solution 
of NaCl 

The hybrid nanofluid exhibited 
the minimum corrosion rate of 0.6 
mmy-1 in corrosion analysis.

Chen et al., 
2024

The MnO2/V2C 
composite has 
effective microwave 
absorption abilities 
and robust anti-
corrosion qualities

MnO2/MXene 
(Ti3C2, Nb2C, and 
V2C) composites

3.5 wt.% 
solution 
of  NaCl 

Stronger corrosion qualities under 
acidic conditions, with weaker 
corrosion qualities under alkaline 
conditions

Kalidasan 
et al., 2024

Enhancement of 
corrosion resistance, 
thermal, and photo-
thermal conversion 

 MXene@SSD/
SPDD is placed 
in contact with 
aluminum, Salt 
hydrate phase 
change materials, 
and copper

Materials 
are placed 
in contact

Al metal SSD/SPDD eutectic 
PCM has an m per year of 0.0181; 
MXene at the SSD/SPDD sample 
has an m per year of 0.0045.
Cu under SSD/SPDD eutectic PCM 
is 0.0131 m per year; MXene at 
SSD/SPDD is 0.0004 m per year.
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Authors & 
Year

Title/Focus of 
Work Materials Medium Findings

Cao, 2024 MXene-based 
coatings for surface 
protection against 
corrosion

MXene-based 
coatings

Good intrinsic surface protection 
ability of MXene

Nazarlou et 
al., 2023

Polyaniline 
Ti3C2 /MXene /
montmorillonite 
nanostructures 
toward solvent-free 
powder coatings 
with improved 
corrosion and 
mechanical qualities

Ti3C2 MXene/
Polyaniline/
Montmorillonite

3.5 wt.% 
solution 
of NaCl 

The maximum corrosion rate (νcorr) 
is attributed to the neat powder 
film (2.45 mm per year), which 
has been kept to the minimum 
values of 1.21 × 10–1, 1.06 × 
10–2, and 8.94 × 10–5 mm per year 
through integrating 1.5 wt.% Ti3C2 
MXene, 2 wt.% % Ti3C2 MXene/
PANI, and 1.5 weight % Ti3C2 
MXene/PANIand MMT additives, 
respectively

Li et al., 
2024

Corrosion and Wear 
characteristics 
enhancement 
via Dopamine-
Functionalized 
Ti3C2Tx MXene/
Waterborne 
Polyurethane film on 
Alloy Magnesium 

Ti3C2Tx MXene/
polyurethane film 
on magnesium 
alloy

3.5 wt.% 
solution 
of NaCl 

63.47%, 97.89%, 99.74%, 
respectively. resistance efficiency

Table 2 (continue)

INFLUENCE OF MXENE ON THE MECHANICAL CHARACTERISTICS 
OF SOLAR THERMAL ABSORBER

The functional integrity and the ability of a thermal system to withstand loads, stresses, and 
environmental conditions without failure or deformation can be accessed by its mechanical 
qualities, primarily plasticity and elasticity. Depending on the nature and magnitude of 
the loading, in STSs, the most common loadings are thermal and mechanical (Sharma & 
Talukdar, 2024). Recent findings on the influence on mechanical properties of solar thermal 
systems by the addition of MXene as a microstructural modifier in solar thermal absorbers 
are presented in Table 3.

However, weight concentrations ranging from 0.1–7.5 wt.% are the quantum of MXene 
enhancing the mechanical stability and load-bearing performance in solar thermal absorbers 
(Cheng et al., 2023; Fan et al., 2024; Ji et al., 2024; Singh et al., 2024; Y. Zhou et al., 
2024) This was attributed to their layered architecture, atomic structures, robust bonding 
with matrix materials, high aspect ratio, outstanding mechanical strength, and effective 
interfacial interactions.



1731Pertanika J. Sci. & Technol. 33 (4): 1707 - 1741 (2025)

MXene-Enhanced Solar Thermal Absorber

Table 3
Summary of the latest literature on the influence of MXene on the mechanical characteristics of solar thermal 
absorbers

Authors & 
Year

Title/Focus of Work Materials Parameter Findings

Yu et al., 
2024

Preparation of deep eutectic 
supramolecular polymer 
(DESP) functionalized MXene 
for enhancement of corrosion 
characteristics, photothermal 
conversion, and mechanical behavior

Cellulose-
based 
fabrics, 
MXene 
nanosheets

Mechanical 
properties, 
photothermal 
conversion

mechanical properties 
(2.68 MPa)

AhadiParsa 
et al., 2024

Modification of MXene nanosheets 
for improved mechanical stability

Ti3C2 
MXenes 
Zn-doped-S-
polyaniline 
nanosheets

Thermo-
mechanical
properties

Increase the stiffness 
of nanocomposites 
by at least 1.04% 
(EP-MX) and at most 
72.38% 

T. Wang et 
al., 2024

Surface protection on aluminum 
alloy in PEMFC environments, 
electrodeposited Ti3C2Tx MXene 
composite coating for improved 
mechanical properties 

Thin Ti3C2Tx 
MXene, Al 
alloy

Corrosion, 
mechanical 
properties

The incorporation of 
MXene remarkably 
reduced the wear 
rate to 3.82×10−3 
mm3N−1m−1.

Lv et al., 
2024

Investigation of mechanical, 
adhesive, and electronic properties of 
Ti3C2(O2)/Al composites, enhancing 
the mechanical properties of 
aluminum matrix composites

MXenes 
aluminum 
metal matrix 
composites

Mechanical 
properties

The lattice constants 
are a = 4.045 Å for 
bulk Al and a = b = 
3.073 Å for Ti3C2 
MXene. The tensile 
strength of the material 
increases from 6.93 
Giga Pascal (Ti3C2/Al) 
to 8.49 Giga Pascal 
(Ti3C2O2/Al) 

Yang et al., 
2023

Application of 2D MXene 
(Ti3C2Tx) for modification of the 
interface of carbon fiber-reinforced 
polyetherketoneketone  interfacial  
CF/PEKK composites, MXene for 
improved mechanical properties, and  
concurrent enhancement of the EMI 
shielding performances of CF/PEKK  

Polyetherke-
toneketone 
(PEKK), 
carbon 
fiber (CF), 
MXene

Mechanical 
properties

The CF/PEKK 
composites present 
superior mechanical 
properties with a 
flexible strength of 
1127 MPa, a flexible 
modulus of 81 GPa, 
and ILSS of 89 MPa

CONCLUSION

This study evaluates all the most recent and relevant research on MXene-reinforced 
absorbers published between 2020 and 2024 with a primary focus on STSs. The analysis 
examines MXene microstructures, structure, phase patterns, composition, weight 
concentration, findings, weaknesses, and comments. The review confirmed using metallic 
absorbers, primarily aluminum, copper, and steel-based, with and without coatings. This 
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is attributed to their bonding, electron matrix, a sea of electrons surrounding the electrons, 
and their valences.

MXenes have both accordion-like multilayer structures, which are wavy, flexible, and 
have a less dense morphology, and self-stacking layered structures, which are compacted 
and strong due to very strong Van der Waals forces. The self-stacking structure exhibits 
6-41° peaks and 002, 004, 008, and 110 hkl values. The prominent ones are 002 and 004, 
between 6.9° and 9.5°. The self-stacking structure exhibits higher thermal conductivity. 
MXene has yielded encouraging results for improving the thermal and corrosion 
characteristics of solar thermal energy systems, reinforced nanofluids, phase change 
materials, coatings, carbon nanotubes, and nanocapsules, which have shown improved 
results. MXene used as the backing of metallic absorbers and in paintings has also shown 
significant impacts on the thermal and corrosion qualities of STSs. It is also worth noting 
that the improvement may be influenced by MXene’s microstructures, weight concentration, 
composition, manufacturing processes, solar radiation conditions (such as wind speed and 
humidity), weather cycles, day/night frequencies, and experimental design. 

There is a positive correlation between corrosion resistance and the strength of the 
absorber, which usually results in the creation of a martensitic phase and the transformation of 
the microstructure. The invention of MXene-modified absorber materials in STS technology 
has brought significant advancements in domestic, agricultural, and industrial heating and 
cooling. Their unique properties, such as conductivity, tunable surface chemistry, and 
hydrophilic nature, as well as their two-dimensional layered, stacked, and accordion structure, 
make MXenes a leading material for microstructural modification of absorbers in STSs. The 
exploration of MXene-based nanofluids, PCM, nanocellulose, coatings, micro-encapsulation 
and nanocomposites has unveiled improved thermal stabilities, photothermal conversion, 
and thermal conductivity of the matrices and enhanced the general performance of STSs. 

  However, recent literature has deduced that the integration of significant weight 
percentages ranging from 0.1 wt.% to 7.5 wt.% in nanofluids, phase change materials, 
coatings, and metallic absorber backing material yielded significant performance 
improvements in STSs. However, when the Ti3C2 MXene content is raised to 7.5 wt.%, 
the composite experiences a slight reduction in heat release.

Agglomeration, complexity of composite manufacturing processes, lack of sufficient 
literature, and sedimentation were the factors restraining the production of MXene-
reinforced metallic composites for absorption in STSs. By solving these essential 
constraints, materials scientists, technologists, and engineers may successfully fabricate 
MXene-reinforced metallic absorbers for STSs. This would significantly improve the 
qualities of solar thermal absorbers and the overall performance of STSs.

Among all the composites manufacturing processes, PM offers more advantages, such 
as density, cost-effectiveness, energy economy, dimensional precision, and production 
speed, while wire-arc additive manufacturing has a heterogeneous microstructure. Fusion 
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processes, unlike PM, require melting, are high energy, have environmental effects, and 
use complex equipment, making them more expensive. PM offers material efficiency, 
dimensional accuracy, energy efficiency, and production speed.

While MXenes have shown remarkable performance in modifying the microstructures 
of significant non-metallic-based solar thermal absorber materials, the potential of 
reinforcing MXenes with other metallic-based absorbers, especially aluminum, copper, 
silver, or iron-carbide alloys such as stainless, galvanized, or mild steels, remains largely 
unexplored. Evaluating the influence of MXene in modifying the structure of these materials 
might lead to microstructural transition and phase patterns with significant effects on their 
long-term photothermal and thermomechanical stabilities in solar thermal absorbers. This 
could unlock the previously untapped MXene potential. 

The potential effects of MXenes on the quality of drinking water, particularly regarding 
nanoparticle leaching, should be investigated and compared with the World Health 
Organization standard. 

Future research in solar thermal absorber composites should focus on optimizing 
MXene weight concentrations in reinforcing metallic solar absorbers. Exploring MXene’s 
potential for corrosion and thermal conductivity phases could promote the efficiency of 
STSs. AI-based prediction techniques could also be integrated to determine the optimum 
weight % of MXene to be added to the metal matrix for an efficient solar thermal absorber.
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ABSTRACT
Aging is associated with a progressive decline in cognitive functions, driving the development of 
digital interventions to mitigate its impact. This study evaluated a web-based application designed 
to enhance cognitive performance in older adults through a Multilayer Perceptron (MLP) model 
optimized using K-fold cross-validation (K=5). A total of 100 participants aged 65 and older were 
randomly assigned to an experimental group and a control group. Over 16 weeks, the experimental 
group used the personalized application, while the control group accessed non-adaptive content. 
Statistical analysis revealed a significant improvement in the experimental group, with an average 
cognitive score increase of 37% (95% CI: 8.8–9.8), compared to 10% in the control group (95% 
CI: 5.5–6.3). The model achieved an accuracy of 89% and an area under the curve (AUC) of 
0.93, demonstrating its ability to predict cognitive improvements effectively. Additionally, 92% 
of participants completed more than 80% of the sessions, indicating high adherence. Usability 
evaluation reported an average score of 4.7/5, reflecting positive perceptions regarding the 
platform’s accessibility and usefulness. These findings support the integration of machine learning 
techniques into cognitive stimulation programs, highlighting their potential for incorporation 

into digital healthcare systems to improve the 
quality of life in aging populations. Future 
research could explore deep learning models and 
dimensionality reduction techniques to further 
optimize intervention personalization.

Keywords:  Artificial intelligence, cognitive 
stimulation, cross-validation, digital intervention, 
machine learning, neural networks, older adults
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INTRODUCTION 

The global trend of population aging has raised significant concerns across various fields, 
including education, healthcare, and technology, due to its profound implications for 
societal structure and function. According to the World Health Organization (2022), it is 
projected that by 2050, the population aged 60 and above will reach 2.1 billion, presenting 
unprecedented challenges in managing cognitive health and maintaining functional 
independence. This demographic transition, driven by longer life expectancy and declining 
fertility rates, has resulted in an increase in chronic diseases, including neurodegenerative 
conditions, which significantly affect the quality of life of older adults (United Nations, 
Department of Economic and Social Affairs, 2019).

Addressing these challenges necessitates the development of innovative and effective 
strategies to counteract the cognitive decline associated with aging. The literature consistently 
underscores the importance of cognitive interventions in delaying and potentially preventing 
cognitive decline related to aging (Cheng, 2016). Within this context, digital technologies 
have emerged as promising tools for promoting active aging by enhancing key cognitive 
functions such as memory and executive function (Glenn et al., 2019). However, the success 
of these technologies is contingent on overcoming significant hurdles related to usability 
and accessibility, particularly for older adults who may not be familiar with modern digital 
interfaces (Alruwaili et al., 2023; Velciu et al., 2023). A user-centered design approach is 
essential to ensure that these tools are effective and adaptable to the specific needs of older 
populations (Carriazo-Regino et al., 2024; Kim et al., 2024; Reynel et al., 2023).

This study aims to design and conduct an initial evaluation of a web application 
tailored to support cognitive functions in older adults. The hypothesis is that a participatory, 
user-centered design can lead to significant improvements in memory and other cognitive 
abilities in this demographic. The study further explores how the integration of advanced 
data mining and machine learning techniques can be utilized to personalize cognitive 
exercise recommendations, thereby enhancing user experience and improving adherence 
to the intervention program. This data-driven approach represents an emerging area of 
research that could revolutionize the management of cognitive aging, allowing for more 
targeted and effective interventions tailored to the needs of individual users.

The central research problem of this study addresses the pressing need to develop 
digital interventions that are both effective and accessible for mitigating cognitive decline 
in older adults. Specifically, it examines how a user-centered design framework, supported 
by advanced data mining and machine learning techniques, can enhance the personalization 
and effectiveness of web applications designed for cognitive support in older adults. 
Given the demographic challenges of an aging population and the significant impact of 
neurodegenerative diseases, it is evident that current solutions have not fully addressed 
the specific usability and accessibility requirements of older users.
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The study seeks to answer the following questions to address this research problem: 
How can a participatory, user-centered design improve the usability and effectiveness of 
web applications to support cognition in older adults? How can integrating data mining 
and machine learning techniques enhance the personalization of cognitive exercises, 
thereby improving user experience and adherence to the intervention program? What is the 
overall impact of data-driven personalization on the effectiveness of digital interventions 
in enhancing cognitive function in older adults?

The contribution of this research lies in its exploration and validation of an innovative 
approach that integrates user-centered design with advanced personalization technologies 
to address cognitive decline in older adults. This approach contributes to the existing body 
of literature on digital interventions and opens up new research avenues in gerontology 
and educational technology. From a practical standpoint, the findings of this study have 
the potential to inform the development of more effective and accessible tools that can be 
incorporated into public health and educational programs, thereby promoting healthy and 
active aging on a global scale.

Literature Review

The global increase in the aging population has led to growing interest in the development 
of interventions aimed at promoting active and healthy aging. Within this context, digital 
technologies have demonstrated considerable potential in mitigating cognitive decline 
among older adults. Despite progress in this field, significant gaps in the literature 
underscore the need for ongoing research and refinement of these interventions. The 
PRISMA methodology (Preferred Reporting Items for Systematic Reviews and Meta-
Analyses) was employed to systematically review the effectiveness of digital interventions 
in enhancing cognition in older adults. This rigorous approach ensures a transparent process 
in selecting and analyzing relevant studies (Baena-Navarro et al., 2024; Bouabddallaoui 
et al., 2023; Carriazo-Regino et al., 2022; Jaadi et al., 2024; Moher et al., 2009; Pinedo-
López et al., 2024; Vidal-Durango et al., 2024).

Search Strategy

The literature search was conducted across several well-established academic databases, 
covering publications from 2016 to the present. Keywords such as “cognitive aging,” 
“digital interventions,” “user-centered design,” and “elderly population” were employed. 
The inclusion criteria focused on studies that evaluated the effectiveness of digital 
interventions in improving cognitive function in older adults and were published in English. 
This approach facilitated the identification of a relevant set of studies addressing various 
aspects of implementing digital technologies within this demographic.
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Study Selection

Initially, 25 articles were identified. Those that did not meet the inclusion criteria related 
to user-centered design and the implementation of digital interventions in older adult 
populations were excluded. After thoroughly reviewing the titles and abstracts, seven 
studies were selected that provide substantial evidence of the impact of digital technologies 
on cognitive aging. These studies were analyzed in depth to provide a critical overview of 
the current research landscape in this area.

Review Results

The studies selected indicate that while digital interventions have the potential to enhance 
cognitive function in older adults, they encounter several challenges concerning design and 
implementation. Table 1 summarizes the selected studies, emphasizing their contributions 
and the number of citations.

To deepen the understanding of the impact of the selected studies, an analysis of the 
variability in the number of citations received by each article based on its publication 
year was conducted. This analysis is essential for identifying patterns and trends within 
the scientific literature. The dispersion in the number of citations, measured by variance, 
is calculated using Equation 1.Equation 1. 

𝜎𝜎2 = 1
𝑁𝑁−1

∑ (𝐶𝐶𝑖𝑖 −  𝐶𝐶̅)2𝑁𝑁
𝑖𝑖=1           [1] 

Where Ci is the number of citations of a specific article, 𝐶𝐶̅ is the average number of citations, 

and N is the total number of articles analyzed. A high variance indicates significant variability 

in how frequently the studies are cited, potentially reflecting the relevance of the topic or the 

prominence of the journal in which the article was published. 

Additionally, the covariance between the number of citations ( 𝐶𝐶) and the year of 

publication (𝑌𝑌) was calculated using Equation 2 to determine the linear relationship between 

these two quantitative variables. 
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Table 1
Selected articles

Authors Research Focus Citations
Alruwaili et al. 
(2023)

A comprehensive review of digital interventions targeting cognitive 
health in aging populations, focusing on user-centered approaches.

45

Kim et al. 
(2024)

Assessment of Extended Reality (XR) technologies in enhancing both 
cognitive and physical abilities in elderly individuals.

22

Velciu et al. 
(2023)

Investigation of smart technologies like smartphones and wearables for 
promoting health and monitoring in senior adults.

30

Fruitet et al. 
(2023)

Application of conversational agents in cognitive therapies for elderly 
patients with neurodegenerative diseases, focusing on at-home use.

12

Yi et al. (2024) Exploration of immersive museum experiences to improve mental well-
being in seniors with dementia, presenting novel intervention concepts.

15

Lee et al. 
(2021)

Development of mobile game design principles tailored to improve 
cognitive and physical engagement in older adults.

10

Revenäs et al. 
(2020)

Formulation of protocols for integrating essential user characteristics 
into the design of digital systems to prevent falls in elderly populations.

25
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variability in how frequently the studies are cited, potentially reflecting the relevance of 
the topic or the prominence of the journal in which the article was published.

Additionally, the covariance between the number of citations (𝐶) and the year of 
publication (Y) was calculated using Equation 2 to determine the linear relationship between 
these two quantitative variables.

Equation 1. 

𝜎𝜎2 = 1
𝑁𝑁−1

∑ (𝐶𝐶𝑖𝑖 −  𝐶𝐶̅)2𝑁𝑁
𝑖𝑖=1           [1] 

Where Ci is the number of citations of a specific article, 𝐶𝐶̅ is the average number of citations, 

and N is the total number of articles analyzed. A high variance indicates significant variability 

in how frequently the studies are cited, potentially reflecting the relevance of the topic or the 

prominence of the journal in which the article was published. 

Additionally, the covariance between the number of citations ( 𝐶𝐶) and the year of 

publication (𝑌𝑌) was calculated using Equation 2 to determine the linear relationship between 

these two quantitative variables. 

𝑐𝑐𝑐𝑐𝑐𝑐(𝐶𝐶,𝑌𝑌) =  1
𝑁𝑁
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    [2]

A positive covariance between the number of citations and the year of publication 
suggests that more recent articles tend to receive more citations, indicating growing interest 
in current topics. Conversely, a negative covariance might suggest that older articles 
continue to receive citations, demonstrating the ongoing relevance of past research.

The analysis revealed considerable variability in the number of citations among the 
selected studies. Figure 1 illustrates the relationship between the number of citations 
and the publication year of the selected studies. The figure shows a slight negative trend, 
suggesting that more recent studies receive fewer citations than older ones. This trend 
could be interpreted as a reflection of saturation in the publication of new studies or a 
preference within the academic community for citing more established research over 
time. This behavior may be linked to various factors, such as the perceived relevance of 
the topics addressed or the greater visibility of articles published in previous years due to 
longer exposure time.

Figure 1. Temporal trend in the number of citations of the studies
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The negative trend observed in Figure 1 could indicate several phenomena in the 
dynamics of scientific literature. Firstly, there may be an overproduction of recent research, 
making it difficult for each new study to receive the attention it deserves. This can dilute 
the impact of each publication, as researchers may be spreading their citations across a 
larger number of works. Additionally, the preference for citing older, established studies 
could reflect confidence in the robustness of research that has already been validated.

Moreover, the covariance analysis suggests that the decrease in citations for more 
recent studies could be influenced by the nature of the topic or by shifts in research focus 
within the field of digital interventions for cognitive aging. This observation is crucial as 
it helps identify areas where recent research may not be as influential as expected, guiding 
future research toward more innovative or less explored topics.

Understanding the relationship between the number of citations and the year of 
publication is essential for identifying trends in the literature and adjusting research 
strategies. While more recent studies appear to receive fewer citations, this does not 
necessarily imply lower quality; rather, it could reflect changes in the dynamics of scientific 
publication and in the areas of interest within the research community. Future researchers 
need to consider these trends when developing new studies, ensuring that their research 
addresses emerging and relevant areas that can have a significant impact on the field.

Finally, the analysis of variance and covariance in the context of article citations provides 
valuable insight into how academic attention is distributed over time and what factors may 
influence the visibility of research. This type of analysis is useful for understanding the 
past and present of the scientific literature and for planning future strategies that maximize 
the impact and relevance of new research in the field of cognitive aging.

METHOD 

This study was conducted to design and evaluate a web-based application to enhance 
cognitive abilities in older adults through tailored digital interventions. The methodology 
was organized into multiple phases, encompassing the development, implementation, and 
evaluation of the application, ensuring that the results are scientifically replicable and valid.

Application Development

The web application was developed following a user-centered design methodology, 
actively involving older adults throughout the design process. This approach facilitated 
the customization of the user interface and application features to suit the specific needs 
of this demographic, ensuring the tool’s accessibility and usability. For instance, Figure 2 
presents the application’s login screen, where users can sign in by entering their email and 
a secure password. The design of this screen prioritizes simplicity and ease of use, making 
it straightforward for older users to log in without difficulties.
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The platform was built using Python 
3.9 alongside the Django 3.2 framework for 
the backend, while the front end was crafted 
using HTML5, CSS3, and JavaScript (ES6). 
These technologies have proven effective 
for building scalable, high-performance 
web applications (Nair & Hinton, 2010; 
Pedregosa et al., 2011). Additionally, the 
application features a series of cognitive 
exercises designed to stimulate key areas 
such as memory, attention, and processing 
speed, as illustrated in Figure 3. Users can 
choose and complete various activities, with 
a progress tracker to monitor how many 

Figure 2. Login screen of the web application

Figure 3. Cognitive exercises in the web application

completed tasks. This functionality was essential for sustaining user engagement and 
motivation throughout the 16-week intervention.

The application is designed to be responsive and user-friendly across different devices, 
including desktops, tablets, and smartphones, which is critical for maximizing user 
adherence to the proposed digital interventions (Kelly et al., 2014).

Given the rural setting of this study, where internet connectivity may be limited, the 
architecture of the system was designed to operate effectively in such conditions. As 
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illustrated in Figure 4, the local architecture consists of a central server hosted within 
the community or local healthcare center, which connects directly to multiple devices, 
such as mobile phones, tablets, and PCs, through a local area network (LAN). This setup 
ensures that even in the absence of a stable internet connection, participants can access the 
application and engage in cognitive exercises without interruption. The server stores user 
data locally and synchronizes with the cloud when connectivity is available, ensuring data 
consistency and security (Nathasha et al., 2023; Odilibe et al., 2023).

This local infrastructure is crucial for deploying digital interventions in rural areas, as 
it circumvents the challenges of unreliable internet connections. The architecture supports 
multiple users simultaneously, allowing the application to be scaled within the community 
to accommodate a larger number of participants (Gorde et al., 2024).

Figure 4. Software and hardware architecture for the web application

Participants and Procedure

A total of 100 individuals aged 65 and older participated in the study, recruited through 
purposive sampling. This method was employed to ensure diversity in gender, educational 
background, and familiarity with technology and to select participants who demonstrated a 
willingness to commit to the intervention and were available during the study period. The 
inclusion of diverse demographic profiles aimed to reflect the variability within the aging 
population and allowed for a more comprehensive analysis of the intervention’s potential 
impact (Bae et al., 2019).

Before commencing the intervention, participants underwent an initial evaluation 
using the Mini-Mental State Examination (MMSE). This widely recognized instrument 
assesses cognitive functions and was employed to confirm that all participants had cognitive 
abilities within normal ranges (Kelly et al., 2014; Smith et al., 2006). This step was critical 
in establishing a homogeneous baseline across the study population, ensuring that any 
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observed improvements could be attributed to the intervention rather than pre-existing 
cognitive disparities.

Participants were randomly assigned to two equal groups: 50 individuals were 
allocated to the intervention group, while the remaining 50 formed the control group. The 
randomization process was performed using a computerized random number generator, 
eliminating potential biases and ensuring an equitable distribution of participants between 
the two groups (Bae et al., 2019). This method was essential to uphold the integrity of the 
study and to support statistically valid comparisons between the groups.

The random allocation of participants guaranteed fairness in group composition and 
allowed for an unbiased assessment of the intervention’s effectiveness. By maintaining 
equal group sizes, the study design ensured sufficient statistical power to detect meaningful 
differences in cognitive improvements between the intervention and control groups, 
particularly when accounting for variability in demographic characteristics. The rigor 
applied during the recruitment and assignment processes provided a solid foundation for 
the subsequent phases of the research.  

Intervention and Evaluation

The intervention group used the web application over 16 weeks, with four sessions per week, 
each lasting 30 minutes. Based on previously validated interventions, the application includes 
a series of cognitive exercises designed to enhance key areas such as memory, attention, and 
processing speed (Davis & Goadrich, 2006; Kelly et al., 2014). The exercises were personalized 
for each user using advanced machine learning techniques, specifically a multilayer perceptron 
(MLP) trained on initial participant data to tailor exercise recommendations (Nair & Hinton, 
2010). The MLP’s effectiveness in this context is particularly noteworthy due to its ability 
to model complex and nonlinear relationships between input data (initial cognitive scores) 
and predicted outcomes (Pedregosa et al., 2011). 

The selection of the MLP model was based on its ability to capture complex, nonlinear 
relationships between cognitive performance variables, which is crucial for effectively 
tailoring interventions. Unlike logistic regression or decision trees, which assume linear 
dependencies or simpler decision boundaries, MLP can learn intricate interactions between 
multiple features, making it a more suitable choice for classifying cognitive performance 
levels. Additionally, compared to convolutional neural networks (CNNs) primarily designed 
for spatial data processing, MLPs are better suited for structured numerical datasets, such as 
cognitive assessments. This adaptability enables more accurate predictions and personalized 
intervention recommendations, making MLP the most effective choice for this study.

A K-fold cross-validation method was employed to optimize the MLP’s performance. 
In this study, we used K = 5, which allowed for a reliable evaluation of the model’s stability 
by training it on multiple subsets of the dataset. This value was chosen to balance the 
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variability in error estimation and the computational time required for model optimization. 
K = 5 ensures the model generalizes well to new data while preventing overfitting. This 
approach splits the dataset into five parts or “folds.” In each iteration, the model is trained 
on four folds and validated on the remaining fold. The objective function used to fine-tune 
the MLP’s hyperparameters is minimized across these iterations, yielding a more robust 
model. The process is mathematically represented by Equation 3.by Equation 3. 

𝜃𝜃∗ =  𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑎𝑎𝜃𝜃 �
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𝜃𝜃 represents the model parameters.  

K is the number of partitions in cross-validation (K = 5). 
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This validation method ensures that the model generalizes well to unseen data and is 

not biased by any specific subset, leading to a more stable and reliable predictive model 
(Davis & Goadrich, 2006).

Data Analysis

Data analysis was conducted using advanced machine learning tools. Specifically, a 
multilayer perceptron (MLP) classifier implemented in Python with the scikit-learn library 
was employed (Baena-Navarro et al., 2025). This model was chosen for its capability to 
handle complex classification tasks, such as predicting cognitive improvements based 
on participants’ initial and final data (Pedregosa et al., 2011). Equation 4 describes the 
operation of a neuron in the MLP’s hidden layer.hidden layer. 
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Where: zj is the output of neuron j in the hidden layer; xi are the inputs (initial and final 
scores in this case); wji are the weights connecting input i to neuron j; bj  is the bias associated 
with neuron j; σ is the activation function, commonly a sigmoid or ReLU function.

The model’s performance was assessed using standard metrics such as precision, recall, 
and F1-score, which measure its effectiveness in classifying outcomes and personalizing 
recommendations for participants in the intervention group. Additionally, the area under 
the curve (AUC) of the receiver operating characteristic (ROC) curve was calculated, 
offering a robust measure of model performance across different thresholds. Equation 5 
defining AUC is:
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Where: I is the indicator function that evaluates whether the model’s output for positive 
examples  is greater than for negative examples  ; Npositives and Nnegatives are the number 
of positive and negative examples, respectively.
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This methodological approach ensures 
that the development and evaluation of 
the web application are both rigorous and 
replicable, providing a strong foundation 
for future research at the intersection of 
educational technology and gerontology. 
Figure 5 illustrates a flowchart summarizing 
the methodological process used in this 
study, from defining the research problem 
to analyzing results with machine learning 
techniques.

RESULTS 

Data analysis obtained after the 16-week 
intervention using the web application 
revealed significant cognitive improvements 
in participants assigned to the experimental 
group compared to those in the control group. 
To quantitatively assess this difference, an 
independent samples t-test was conducted, 
which indicated that the variation in cognitive 
improvement scores between groups was 
statistically significant, with a p-value of 
less than 0.05. The evidence supports the 

Figure 5. Flowchart of the methodological process 
for developing and evaluating the web application 
for older adults

Start: Define research problem

Develop application (User-centered design)

Test application with elderly

Recruit and assign participants

Intervention (Use application for 16 weeks)

Collect post-intervention data

Data analysis (t-test, ML model)

Results and conclusion

End: Conclusion of the study

hypothesis that personalized digital interventions enhance cognitive performance in older 
adults. These findings align with previous studies demonstrating the effectiveness of digital 
strategies in promoting cognitive health in this population (Pike et al., 2018).

A detailed analysis of educational level revealed that participants with higher education 
in the experimental group exhibited a more pronounced cognitive improvement than those 
with a basic or lower educational level. Table 2 presents the means, standard deviations, and 
confidence intervals (CI) of cognitive improvement scores for each subgroup. The results 
indicate that participants with higher education in the experimental group achieved an average 
improvement of 9.3 points (CI 95%: 8.8–9.8), while those in the control group with the 
same educational level recorded an improvement of 5.9 points (CI 95%: 5.5–6.3). Similarly, 
participants with basic or lower education in the experimental group showed an average 
increase of 8.4 points (CI 95%: 8.0–8.8), whereas in the control group, the improvement was 
limited to 5.4 points (CI 95%: 5.0–5.8). These findings emphasize the statistical validity of 
the observed differences, supporting the effectiveness of the digital interventions.
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A boxplot was generated to visually represent the dispersion and variability of observed 
cognitive improvements to analyze data distribution and differences between groups (Figure 
6). The graphical representation illustrates that participants in the experimental group, 
regardless of their educational level, exhibited significantly greater increases compared to 
those in the control group. Additionally, the absence of overlap between the interquartile 
ranges of different groups supports the statistical validity of the findings, minimizing the 
likelihood that the observed differences resulted from random variation. The consistency 
of these results reinforces the positive impact of digital intervention. It suggests that 
incorporating adaptive strategies, considering educational and technological factors, could 
further optimize its effectiveness in older adult populations.

A correlation analysis was performed to explore the relationship between the cognitive 
improvement scores of the experimental and control groups, and the results were visualized 
using a heatmap (Figure 7). The analysis revealed a strong negative correlation of -0.88 

Table 2
Means and standard deviations of cognitive improvement scores

Group Type Education Level Average Improvement Standard Deviation CI (95%)
Experimental Basic or Lower 8.4 0.42 8.0–8.8
Experimental Higher 9.3 0.32 8.8–9.8

Control Basic or Lower 5.4 0.36 5.0–5.8
Control Higher 5.9 0.34 5.5–6.3

Figure 6. Boxplot of cognitive improvement scores by group and educational level
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between the scores of the two groups. This inverse relationship highlights the marked 
disparity in outcomes, with the experimental group achieving significantly higher 
cognitive improvements. These findings further validate the intervention’s effectiveness, 
demonstrating that the observed cognitive gains in the experimental group were not random 
but a direct consequence of the tailored digital interventions.

The multilayer perceptron (MLP) model employed to tailor cognitive exercise 
recommendations underwent optimization using the K-fold cross-validation methodology. 
As outlined in the methods, this rigorous process enabled the systematic refinement of 
hyperparameters, ensuring the model’s robustness and mitigating risks associated with 

Figure 7 .  Heatmap of correlat ion between 
improvement scores

Figure 8. Flowchart of MLP model optimization

overfitting. By dividing the dataset into 
multiple folds, the process enhanced the 
model’s ability to generalize to unseen data 
while maintaining predictive reliability.

A flowchart (Figure 8) has been included 
to visually represent the key steps in this 
optimization process. This diagram outlines 
the sequential stages, beginning with data 
preprocessing, advancing through cross-
validation and hyperparameter tuning, and 
culminating in selecting the final model. 
The structured approach presented here 
underscores the methodological rigor adopted 
in this study to achieve precise and reliable 
personalization of cognitive interventions.

Data preprocessing

K-fold cross validation

Best model selection

Hyperparameter tuning

Final model
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Figure 9. Receiver Operating Characteristic (ROC) curve

The predictive capacity of the multilayer perceptron (MLP) model was analyzed 
through the receiver operating characteristic (ROC) curve, yielding an area under the curve 
(AUC) value of 0.93 (Figure 9). This result underscores the model’s ability to differentiate 
participants who experienced significant cognitive improvements from those who did not. 
The AUC value reflects the robustness of the model in classifying outcomes, validating 
its application within the context of this study. Such performance highlights the practical 
utility of machine learning-driven approaches for tailoring cognitive interventions based 
on user-specific data, further supporting the potential for these techniques to be scaled and 
generalized to broader populations.

To enhance the interpretability of the MLP model and provide clarity regarding its 
operation, a diagram representing the network’s internal structure and the relationships 
among its layers was constructed (Figure 10). This illustration captures the interaction 
between input features, such as initial cognitive scores and demographic factors, with the 
model’s hidden layers. It visually demonstrates how these variables are processed to predict 
cognitive improvements. The diagram emphasizes the model’s capacity to encapsulate 
and leverage complex, nonlinear interactions, enabling precise recommendations for 
personalized interventions. The ability to adjust hyperparameters and use rigorous cross-
validation techniques ensured the reliability of these predictions, further reinforcing the 
adaptability and effectiveness of the approach.

Participant feedback on the usability and accessibility of the web application was 
collected through a post-intervention survey to complement the quantitative findings. The 
survey included Likert-scale questions (ranging from 1 = strongly disagree to 5 = strongly 
agree) assessing ease of use, satisfaction with the interface design, and perceived utility 
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of the application. Results showed high levels of satisfaction among participants in the 
experimental group, with an average usability score of 4.7 (SD = 0.3). Key qualitative 
insights revealed that participants appreciated the simplicity of navigation and the clarity 
of instructions for each cognitive exercise. One participant noted, “The application was 
easy to use, even for someone like me who does not usually use technology,” highlighting 
the platform’s accessibility for older adults with varying levels of technological familiarity.

Furthermore, adherence rates provide an indirect measure of the application’s usability. 
In the experimental group, 92% of participants completed at least 80% of the scheduled 
sessions over the 16-week period. This high level of adherence indicates that the application 
successfully engaged users and sustained their participation throughout the intervention. 
Table 3 summarizes usability metrics derived from participant feedback and adherence data.

These findings underscore the practical applicability of the digital intervention and its 
alignment with user-centered design principles. The high usability scores and adherence 
rates validate the platform’s design as accessible and effective for the target demographic. 

Figure 10. Diagram of the Multilayer Perceptron (MLP)

Table 3
Usability metrics and participant feedback summary

Metric Experimental Group Control Group
Average Usability Score (1–5) 4.7 (SD = 0.3) Not Applicable
Adherence Rate (%) 92% 88%
Perceived Utility (1–5) 4.8 (SD = 0.2) Not Applicable
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Incorporating user feedback into future iterations of the application could further optimize 
its functionality and relevance to older adults.

DISCUSSION

The findings of this study provide strong evidence that digital interventions delivered 
through a web application, supported by advanced machine learning algorithms such as 
the multilayer perceptron (MLP), can significantly enhance cognitive abilities in older 
adults. Participants in the experimental group demonstrated an average increase of 37% 
in cognitive scores, compared to 10% in the control group. This substantial difference 
underscores the impact of personalized digital tools in promoting cognitive health in aging 
populations, aligning with prior research that has emphasized the benefits of technology-
driven interventions tailored to this demographic (Cheng, 2016; Wang et al., 2022).

The MLP model was optimized using K-fold cross-validation, ensuring its ability to 
generalize to unseen data while minimizing the risk of overfitting. A cross-entropy loss 
function, mathematically represented in Equation 6, was used during the training process 
to evaluate and minimize model errors.

[6]   [6]

Where 𝑦𝑦𝑖𝑖  represents  
l, 𝑦𝑦�𝑖𝑖  i 

  represents the actual label, 
𝑦𝑦𝑖𝑖  represents  
l, 𝑦𝑦�𝑖𝑖  i  is the model’s prediction, and N is the total 

number of observations. This approach enabled the model to achieve an accuracy of 89% 
and an area under the curve (AUC) of 0.93, demonstrating its high predictive capability in 
distinguishing participants who exhibited significant cognitive improvements from those 
who did not (Baena-Navarro et al., 2025; Chen et al., 2023; Hoyos et al., 2019). These 
metrics highlight the robustness of the methodology and suggest that similar machine 
learning-based approaches could be adapted for broader applications in various clinical 
and community-based contexts.

Increasing the sample size to 100 participants and a structured 16-week intervention 
protocol provided a solid foundation for analyzing short-term cognitive changes with greater 
statistical power. Adherence rates remained high, with 88% of the experimental group and 
91% of the control group completing at least 80% of their assigned sessions. This strong 
engagement level supports the usability and acceptability of the intervention, reinforcing its 
feasibility for older populations (Davis & Goadrich, 2006). Moreover, the integration of neural 
network-based personalization strategies enhanced adherence and improved the accuracy 
of cognitive recommendations, contributing to the overall effectiveness of the intervention.

The usability and participant feedback further validate the practical applicability and 
user-centered design of the intervention. Post-intervention surveys revealed high levels 
of satisfaction among participants, with an average usability score of 4.7 (SD = 0.3) and 
a perceived utility rating of 4.8 (SD = 0.2) out of 5. These metrics reflect the accessibility 
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and ease of use of the web application, which were crucial in maintaining high adherence 
rates throughout the study. Qualitative feedback highlighted the importance of simple 
navigation and clear instructions, with one participant stating, “The application was easy 
to use, even for someone like me who does not usually use technology.” This aligns with 
existing research emphasizing the need for intuitive interfaces and personalized support 
in digital interventions for older adults (Kelly et al., 2014; Wang et al., 2022).

Adherence data also reinforces the intervention’s practicality, as 92% of participants 
in the experimental group completed at least 80% of their scheduled sessions, surpassing 
typical engagement benchmarks for digital health applications. This level of engagement 
suggests that the design of the platform effectively addressed the unique challenges faced 
by older adults in adopting new technologies. Future iterations of the application could 
further incorporate participant feedback to refine usability features, such as customizable 
font sizes, voice-assisted navigation, or enhanced progress tracking tools, ensuring the 
intervention remains accessible and effective for diverse aging populations.

Future research should explore the integration of additional deep learning 
methodologies, such as recurrent neural networks (RNNs) or ensemble models, to refine 
cognitive intervention strategies further. Studies have shown that ensemble models can 
improve predictive accuracy by up to 7%, highlighting their potential in optimizing 
the identification of cognitive performance patterns (Peng et al., 2023). In addition, 
dimensionality reduction techniques could play a crucial role in settings with technological 
constraints by optimizing data storage and transmission. This process can be mathematically 
described in Equation 7.
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Equation 7 enables efficient data compression without significant information loss, 
facilitating the deployment of interventions in communities with limited technological 
infrastructure (Alruwaili et al., 2023).

Another critical consideration for future applications involves optimizing data 
transformations within the model’s hidden layers. Equation 8 defines the activation 
functions used in this study.
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Where Qs represents the model weights, z the latent features generated, and c the bias. 
Implementing these transformations allows for capturing complex relationships between 
participants’ demographic characteristics and cognitive responses, ultimately improving 
intervention precision (Yan et al., 2023).

The continued development of web applications that integrate real-time feedback 
mechanisms will be crucial for ensuring iterative improvements in design and usability. 
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Research has demonstrated that incorporating such feedback mechanisms enhances 
user engagement and adherence, further improving the overall effectiveness of digital 
interventions (Davis & Goadrich, 2006; Pike et al., 2018). Integrating these strategies 
into healthcare frameworks could significantly contribute to the cognitive well-being of 
older adults, supporting their independence and improving their quality of life. Moreover, 
expanding these digital tools into broader health management programs could offer a more 
comprehensive support system for aging populations, ultimately enhancing public health 
strategies and promoting social well-being.

CONCLUSION 

The findings of this study provide strong evidence that personalized digital interventions, 
supported by machine learning techniques such as the Multilayer Perceptron (MLP), 
significantly enhance cognitive abilities in older adults. The implementation of this model 
led to an average cognitive score increase of 37% in the experimental group, compared 
to 10% in the control group. This result highlights the importance of designing digital 
tools tailored to the individual characteristics of users, maximizing their effectiveness, 
and facilitating adoption. The integration of artificial intelligence models into cognitive 
training programs emerges as a viable and highly promising strategy for mitigating age-
related cognitive decline.

Optimizing the MLP model using K-fold cross-validation was crucial in ensuring its 
predictive accuracy and ability to generalize to new data. With an average accuracy of 
89% and an area under the curve (AUC) of 0.93, the model demonstrated high reliability 
in identifying significant cognitive improvements among participants. Applying fine-tuning 
and evaluation techniques, minimizing the risk of overfitting, ensuring predictions remain 
consistent across different contexts. The methodological robustness demonstrated in this 
study supports the potential adaptation of similar strategies in clinical and community 
settings, contributing to the design of scalable interventions for populations at risk of 
cognitive deterioration.

The high adherence rate observed during the intervention, with 88% of participants 
in the experimental group and 91% in the control group completing at least 80% of their 
sessions, reflects the accessibility and user-friendliness of the web application. This level 
of engagement suggests that digital tools designed with a user-centered approach can 
significantly influence adherence and commitment to cognitive training programs among older 
adults. Personalization through machine learning algorithms played a key role in sustaining 
participant motivation, progressively adjusting activities based on individual performance.

Future improvements to these interventions could benefit from incorporating additional 
deep learning models, such as recurrent neural networks (RNNs) or ensemble models, 
which have been shown to improve predictive accuracy by up to 7%. Exploring these 
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advanced methodologies could further refine the personalization of cognitive exercises 
and enhance the identification of patterns in participants’ cognitive performance over time. 
Additionally, implementing dimensionality reduction techniques would facilitate efficient 
data processing, particularly in environments with technological constraints, ensuring that 
models remain viable even in communities with limited digital infrastructure.

The potential integration of these tools into existing healthcare systems represents an 
opportunity to extend their impact beyond the experimental setting. Implementing digital 
platforms with real-time feedback mechanisms would enable continuous intervention 
adjustments, ensuring they evolve in response to users’ changing needs. The combination 
of artificial intelligence strategies with user-centered design principles has the potential to 
redefine how aging-related challenges are addressed, promoting autonomy and well-being 
among older adults through scientifically validated and innovative technological solutions.
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ABSTRACT

Cerbera odollam is a widely available biomass due to its adaptability to various environments. 
Although its fruit is inedible, its utilization can be enhanced through pyrolysis, a thermochemical 
decomposition process conducted at 250°C–600°C in an oxygen-limited environment. This study 
investigates the effect of pyrolysis temperature on the yield and composition of bio-oil, biochar, 
and gas, aiming to determine the optimal temperature for producing bio-oil with desirable chemical 
properties. Pyrolysis was performed in a fixed-bed reactor at temperatures of 350°C, 450°C, and 
550°C. The results showed that increasing the pyrolysis temperature led to a higher bio-oil yield, with 
the maximum yield (28.83%) obtained at 550°C, while biochar production decreased accordingly. 
Bio-oil produced at 350°C exhibited the lowest pH (2.97), whereas the highest density (1.07 g/mL) 
was observed at 450°C. GC-MS analysis of bio-oil at 550°C identified butanal, 3-methyl- as the 
dominant compound (30.52%), along with significant amounts of oleic acid and 9,12-octadecadienoic 

acid. The novelty of this study lies in optimizing 
pyrolysis conditions for Cerbera odollam, 
underutilized biomass, by identifying 550°C as 
the optimal temperature for maximizing bio-oil 
yield while influencing its chemical composition. 
These findings provide valuable insights into its 
potential applications in the biofuel and chemical 
industries. Further research on catalyst addition 
and process optimization could enhance bio-oil 
quality and yield.

Keywords: Bio-oil, Cerbera odollam, GC-MS, 
pyrolysis, temperature
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INTRODUCTION

Cerbera odollam is an abundant source of biomass and has great potential to be widely 
utilized. This plant thrives in various tropical and subtropical regions and has high adaptability 
to various environmental conditions, making it easy to cultivate, as can be seen in Figure 1. 
Apart from that, Cerbera odollam cannot be consumed (it is non-edible) (Chan et al., 2016), 
so its use does not compete with food needs. Cerbera odollam, which has not been used and 
is simply thrown away or burned, can cause environmental pollution problems. Biomass from 
Cerbera odollam contains cellulose (Roy & Abedin, 2022), hemicellulose, and lignin (Ansari 
et al., 2019). It has a long and complex carbon chain consisting of the elements C, H, and O, 
so it can be processed further through the pyrolysis process (Wu et al., 2023). Pyrolysis is 
the thermochemical (Sierra et al., 2023) decomposition of organic materials at a temperature 
of 250–600°C in the absence of oxygen (Parthasarathy et al., 2023), which produces bio-oil 
(Mossa et al., 2024), biochar (Corbita et al., 2024), and pyrolysis gas. This process has great 
potential as an alternative for handling organic waste and biomass management (Akinpelu et 
al., 2023), producing bio-oil (Ameh et al., 2024), which can be used as raw material for the 
chemical industry (Bieniek et al., 2023), pharmaceutical (Seo et al., 2023), and renewable 
energy industries (Letoffet et al., 2024; Kadhem & Wahab, 2024). Thus, the use of Cerbera 
odollam through pyrolysis not only reduces waste and environmental pollution but also 
produces products that are useful and have high economic value.

Biomass pyrolysis is a process that can provide three different products, namely 
solid, liquid, and gas, depending on the characteristics (Syuriadi et al., 2022) of the 
raw material and the pyrolysis reaction conditions, as shown in Figure 2. The solid 
fraction, or pyrolysis charcoal (biochar), is a carbon-rich residue produced in primary 
and secondary pyrolysis reactions that can be used as solid fuel for heat (Poomsawat & 
Poomsawat, 2023) and electricity production (Kadhem & Wahab, 2024), raw material 
for gasification processes (Clemente-Castro et al., 2023), raw material for the production 

Figure 1. Cerbera odollam Gaertn

of activated carbon (Suprianto et al., 2021), 
soil conditioner, and improving soil quality 
(Vanapalli et al., 2021). 

The liquid fraction, or bio-oil, is another 
product of biomass pyrolysis, which can be 
a promising alternative energy source for 
fuel oil (Rony et al., 2025), diesel (Eraslan & 
Calhan, 2024)and other chemical derivatives 
(Zhang et al., 2024). Bio-oil produced from 
biomass pyrolysis needs to be increased 
by reducing oxygen (Gao et al., 2024) and 
residue content. The gas produced during 
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the pyrolysis process is another valuable byproduct. Essentially, increasing the reaction 
temperature in pyrolysis creates a significant increase in gaseous products (Ferdous et al., 
2024). These combustible gases can be used as direct fire in boilers for heat production, 
or in gas turbines or engines for electricity production (Rajpoot et al., 2022). Many factors 
influence pyrolysis products, such as biomass composition and experimental conditions, 
including operating temperature, which can be determined based on DTA tests, as shown 
in Figure 3. Pyrolysis involves the thermal degradation of lignocellulose through a series 
of complex reactions in an oxygen-free environment.

The pyrolysis temperature plays a crucial role in optimizing bio-oil production, as it 
directly influences the composition and quality of the final product. Lower temperatures favor 
bio-oil formation with a higher oxygenate content, which decreases stability and calorific 
value. Higher temperatures enhance the decomposition of organic compounds, leading to 
bio-oil with a greater hydrocarbon content and reduced oxygenates, improving fuel quality 
(Wahyudi et al., 2024). Excessive temperatures promote gas formation and decrease overall 
bio-oil yield. The selection of an appropriate pyrolysis temperature is essential to balance 
bio-oil quantity and quality. Temperature variations also affect the distribution of specific 
chemical compounds in bio-oil, influencing their applicability in liquid fuel and chemical 
production. A comprehensive understanding of the effects of pyrolysis temperature enables 
process optimization in both research and industrial applications.

The pyrolysis process of lignocellulosic biomass consists of several main stages, 
including the release of water vapor, cellulose decomposition, and lignin decomposition 
(Chen et al., 2022), where temperature plays a crucial role in the decomposition of each 

Figure 2. Biomass pyrolysis
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component. Chen et al. (2022) reported that lignin decomposition occurs at 450°C, while 
hemicellulose and cellulose degrade at 250–350°C temperatures. However, some studies 
suggest that the decomposition temperature range of lignin may vary depending on the 
structure and origin of the biomass. During pyrolysis, organic materials undergo thermal 
decomposition, resulting in a vapor phase and a solid residue in the form of char or biochar 
(Arregi et al., 2023), with pyrolysis products typically consisting of approximately 35% 
biochar, 30% bio-oil, and 35% gas. However, variations may occur depending on the heating 
method and the characteristics of the raw material. Bio-oil derived from pyrolysis has been 
studied as an alternative fuel for various applications, including turbines (Hasanzadeh et 
al., 2023), diesel engines (Onwudili et al., 2023), and boilers (Szufa et al., 2023), but the 
high oxygen content in bio-oil can affect thermal stability, necessitating further refining 
processes before it can be optimally used as a substitute for fossil fuels. 

In addition to temperature and processing methods, the chemical composition of biomass 
also influences the pyrolysis yield, where, according to Melikoglu et al. (2023), biomass 
with a high lignin content tends to produce phenols, while cellulose-rich biomass yields 
levoglucosan, an organic compound containing carbohydrate acid, with the efficiency of 
production and utilization of these pyrolysis products remaining a topic of ongoing research, 
particularly regarding their potential applications in the energy and chemical industries. 

Figure 3. Cerbera odollam thermogravimetric differential test
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For instance, Cerbera odollam contains 41.8% cellulose and 58.2% lignin, which has been 
analyzed using FTIR to identify the functional groups present, where FTIR analysis results 
indicate that the highest intensity originates from the carboxylic acid (C-O) group, while 
other groups such as C-H (aromatic and aliphatic), C=O, and O-H exhibit lower intensities 
(Rosalina et al., 2018). The interpretation of these results provides insights into the 
characteristics of pyrolysis products and their relationship to the initial chemical structure 
of the biomass, highlighting that with various factors influencing the pyrolysis process of 
lignocellulosic biomass, the optimization of parameters such as temperature, heating rate, 
and raw material size remains a critical aspect in improving efficiency and product quality.

Although extensive research has been conducted on pyrolysis and bio-oil production 
from various biomass sources, a significant gap remains in understanding how temperature 
variations influence bio-oil composition from less-explored feedstocks. Most previous 
studies have focused on common materials such as wood, straw, and agricultural waste, 
while limited attention has been given to unconventional biomass with unique characteristics 
(Khan et al., 2024). Among these, Cerbera odollam exhibits promising potential as a bio-
oil feedstock, yet studies on optimizing its pyrolysis conditions, particularly temperature 
effects, are still scarce. This study addresses this gap by examining the impact of temperature 
variations on bio-oil yield and composition. The findings are expected to contribute to 
advancing more efficient pyrolysis technologies and diversifying sustainable bio-oil sources 
while enhancing the utilization of underexploited biomass. Specifically, this research 
investigates the influence of pyrolysis temperature on product distribution (bio-oil, biochar, 
and gas), identifies optimal conditions for maximizing bio-oil yield, and characterizes the 
chemical composition of the resulting bio-oil.

MATERIALS AND METHODS

The research equipment is a pyrolysis reactor fixed bed type with a volume capacity of 25 
L and equipped with a water-cooled 2-stage condenser, universal oven, analytical balance, 
Ostwald pyrex, and a 5 mL pyrex pycnometer. The material used is Cerbera odollam with 
a diameter of ±7.5–9 cm obtained from the coastal area of Probolinggo district, East Java 
province, Indonesia.

Initial treatment of the ingredients was carried out to reduce the size of the Cerbera 
odollam by chopping it using a chopping machine until it was 4-5 cm small, then drying it 
in the hot sun for 3 days, and finally putting it in the oven at a temperature of 105°C for 3 
hours. One thousand five hundred grams of dried Cerbera odollam were put into the reactor 
for each batch. The pyrolysis process was carried out three times with varying pyrolysis 
temperatures of 350°C, 450°C, and 550°C. Each pyrolysis process lasts 1.5 hours. The 
bio-oil product is obtained after the gas formed from the heating process in the reactor 
flows into the condenser and undergoes condensation at a cooling water temperature of ± 
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25°C. The resulting condensate is collected in a flask installed under the condenser (Noor 
et al., 2025). Some of the gas products are gases that do not condense when they pass 
through the condenser, then pass through the bio-oil storage container, and exit the system. 
Biochar remaining from the pyrolysis process will be left behind in the reactor (Ajagbe et 
al., 2025). The process scheme can be seen in Figure 4.

The batch reactor has a temperature control setting via the reactor panel box so that 
the temperature of the pyrolysis process can be regulated (Wijayanti et al., 2021). Bio-oil 
density is calculated using a 5 mL Pirex pycnometer. The mass of each product is obtained 
using Equations 1 and 2.

[Bio-oil mass] = [bio-oil volume] x [ρ (bio-oil density)] [1]

[Gas mass] = [feed mass] – [bio-oil mass] – [char mass] [2]

Bio-oil at each temperature variation was analyzed for pH values using pH Metter, 
and bio-oil at a temperature of 550°C was analyzed for chemical compound content 
using GCMS (Shimadzu GCMS-QP2020NX). This temperature was selected based on 
previous studies, which indicated that the highest bio-oil yield was obtained at 550°C. 
A higher temperature also leads to a more complex composition of compounds due to 
the further decomposition of lignocellulose in biomass. Theoretically, an increase in 

Figure 4. Pyrolysis process scheme
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pyrolysis temperature enhances the conversion of biomass into volatile compounds, 
which subsequently condense into bio-oil. At 550°C, the decomposition of major biomass 
components, such as cellulose, hemicellulose, and lignin, occurs more extensively, resulting 
in bio-oil with a broader range of compounds.

Biochar Mass Determination

After the pyrolysis process is complete and the reactor has cooled down, the remaining 
biochar is carefully removed to avoid mass loss due to debris that may remain. The biochar 
is then weighed using an analytical balance (OHAUS NV2201) to determine its mass 
accurately with the following steps: First after the pyrolysis process, the reactor is allowed 
to cool to a safe temperature before being opened. Second, the biochar is removed from the 
reactor and collected in a closed container to prevent mass loss due to exposure to air or 
moisture. Third, the biochar is weighed using an analytical balance with a high degree of 
accuracy. Fourth, the mass of the biochar obtained is recorded for analysis in calculating 
the pyrolysis mass balance.

RESULTS AND DISCUSSION

Effect of Cerbera odollam Pyrolysis Temperature on Pyrolysis Products

Pyrolysis of Cerbera odollam produces three products: solid products called biochar, 
liquid products called bio-oil, and gas. Table 1 shows the mass balance in the pyrolysis of 
Cerbera odollam: the feed that enters the reactor is 1,500 gr for each temperature variation 
(350, 450, and 550°C), and the sum of the masses of each product (biochar, bio-oil, and 
gas) has a total output of 1,500 gr for each temperature.

The data in Table 1 show the mass distribution of pyrolysis products (biochar, bio-oil, 
and incondensable gas) across different temperatures. As the pyrolysis temperature increases 
from 350°C to 550°C, there is a notable decrease in the mass of biochar, from 821.25 g at 
350°C to 650.58 g at 550°C. Conversely, the mass of bio-oil increases significantly with 
temperature, reaching a maximum of 432.52 g at 550°C. The mass of incondensable gas also 
increases slightly with temperature but shows a less pronounced trend compared to the other 
products. These results suggest that higher pyrolysis temperatures favor the decomposition 
of the biomass into liquid and gaseous products, reducing the solid biochar yield.

Table 1
Cerbera odollam pyrolysis products based on mass at various pyrolysis temperatures

Pyrolysis Temperature (°C) Biochar (gr) Bio-oil (gr) Incondensable gas (gr) Total (gr)
350 821.25 282.94 395.81 1500.0
450 705.31 375.92 418.77 1500.0
550 650.58 432.52 416.90 1500.0
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In calculating the mass of gas using the mass balance method, several potential 
uncertainties need to be considered. One of the main factors is the possibility of mass 
loss due to gas leakage during the pyrolysis process. The gas produced from pyrolysis 
is light and can easily escape through small gaps in the reactor system, especially if the 
system is not completely sealed. In addition, undetected secondary reactions can also 
cause differences in the calculation of gas mass. Some volatile compounds formed during 
pyrolysis can undergo further reactions, either with other components in the system or with 
the reactor wall, which can change the total amount of gas produced. Another factor that 
can affect the accuracy of the calculation is the efficiency of bio-oil condensation, where 
a small portion of the gas components may be condensed with the bio-oil, causing slight 
differences in the mass balance calculation.

The characteristics of the pyrolysis bio-oil were analyzed and are summarized in Table 
2. This table presents the key properties of bio-oil, including its density and pH, which are 
critical for assessing its suitability as a raw material source.

Table 2
Density and pH values in Cerbera odollam pyrolysis bio-oil products

Pyrolysis Temperature (°C) Volume mL) Density (gr/mL) pH
350 299.92 1.06 2.97
450 402.23 1.07 3.26
550 454.15 1.05 3.33

Based on the data presented in Table 2, it is evident that the volume of the bio-oil 
product increases with the rising pyrolysis temperature. At 350°C, the produced volume 
is 299.92 mL; at 550°C, the volume increases to 454.15 mL. This indicates that higher 
pyrolysis temperatures tend to yield a greater amount of bio-oil, likely due to more extensive 
decomposition of the raw material into volatile products that subsequently condense into 
bio-oil. Furthermore, the density of the bio-oil shows a slight decrease with increasing 
pyrolysis temperature, from 1.06 g/mL at 350°C to 1.05 g/mL at 550°C. This decrease in 
density may suggest a change in the chemical composition of the bio-oil, where higher 
temperatures potentially lead to more decomposition reactions that produce compounds 
with lower molecular weights and higher water content. Regarding the pH values, all bio-
oil products exhibit acidic characteristics with a pH < 7. 

The increase in pyrolysis temperature also results in a slight increase in pH from 2.97 
at 350°C to 3.33 at 550°C. This rise in pH could indicate that some acidic compounds 
may decompose or form in lesser quantities at higher temperatures, making the bio-oil 
slightly less acidic. The relationship between pH and FTIR results, which highlight 
the presence of C-O groups, particularly those associated with carboxylic acid groups, 
supports the observation that the bio-oil contains significant acidic compounds. Overall, 
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Figure 5. Cerbera odollam pyrolysis products

these data suggest that pyrolysis temperature 
influences the volume, density, and acidity 
(pH) of the produced bio-oil, which is 
closely related to its chemical composition 
and water content in the final product.

Based on Figure 5, the results 1.500 
gr of Cerbera odollam pyrolysis products 
in percent show that Cerbera odollam 
pyrolysis carried out at a temperature of 
350°C produces 54.75% biochar, 18.86% 
bio-oil, and 26.39% gas. Pyrolysis at a 
temperature of 400°C produced 47.02% 
biochar, 25.06% bio-oil, and 27.92% gas. At 
a temperature of 550°C, it produces 43.37% 
biochar products, 28.83% bio-oil products, 
and 27.79% gas products. Figure 5 shows 
that the higher the pyrolysis temperature, the lower the biochar product, and vice versa for 
gas products: the higher the pyrolysis temperature, the more gas product.

GC-MS Analysis of Bio-Oil products

The bio-oil product at a temperature of 550°C has the highest yield, so it is analyzed using 
a Shimadzu QP2020NX GCMS to determine the chemical elements contained in the bio-
oil. Produce the data in Table 3.

The main products from bio-oil at a temperature of 550°C are butanal and 3-methyl, 
the systematic name of an organic compound known as isovaleraldehyde. It is a branched 
aldehyde with the molecular formula C5H10O; Butanal, 3-methyl- has the highest area 
percentage, 30.52%. Cerbera odollam has 32.0%–38.6% cellulose and 19.7%–35.7% 
hemicellulose. Degradation of hemicellulose and cellulose produces organic acids such 
as acetic and formic acids. However, hemicellulose degradation impacts the high value 
of volatile matter, as well as small amounts of tar and charcoal production. Meanwhile, 
13.5%–24.4% is the lignin content, and the ash content of Cerbera odollam is 10%–17%. 
Ash in biomass is usually formed from alkaline elements such as potassium, calcium, 
magnesium, and silica (W. Wang et al., 2022), which influences the conversion and 
selectivity of the pyrolysis reaction (Ge et al., 2023). High ash content also reduces the 
calorific value of biomass. 

Pyrolysis at a temperature of 350–550°C decreases biochar yield as the pyrolysis 
temperature increases, and the yield of the gas product increases. In slow pyrolysis, the 
main product is biochar, which still contains ash (L. Wang et al., 2022). In this study, the 
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pyrolysis process lasted 1.5 hours, which was slow because it took over an hour. Pyrolysis 
at a temperature of 350°C produces the most biochar products and the least gas products 
because (Selvarajoo & Oochit, 2020), at this temperature, complete decomposition has 
not occurred in the Cerbera odollam. Apart from that, pyrolysis at a temperature of 300°C 
can be said to be torrefaction (Richa et al., 2023) because torrefaction is a type of biomass 
processing that involves heating without oxygen or using inert gas at a low temperature 
of 200–300°C. Torrefaction aims to increase the calorific value (Parvej et al., 2022) of 
biomass by heating it to less than 300°C, with the main product being biochar, which can 
be used as a solid fuel. The largest bio-oil product was obtained at a temperature of 550°C 
with an amount of 28.83%. This is because, at this temperature, complete decomposition 
has occurred in Cerbera odollam; the main elements that make up Cerbera odollam are 
28.5%–41% cellulose, 15.3%–25.9% hemicellulose, and lignin between 6.2%–12.6%. 
Hemicellulose decomposition occurs at a temperature of 250–350°C, whereas cellulose 
and lignin decomposition requires a temperature of more than 300°C (Mahakhant et al., 
2021). This causes the bio-oil product to be less at a temperature of 350°C, and the optimum 
product for bio-oil is at a temperature of 450°C. At a temperature of 450°C, Cellulose 

Table 3
GC-MS analysis of bio-oil

Ret. Time Area% Name
1.379 30,52 Butanal, 3-methyl-
34.825 18,00 Oleic Acid
35.994 15,69 9,12-Octadecadienoic acid (Z,Z)-
1.342 11,26 1,6-Anhydro-2,4-dideoxy-.beta.-D-ribo-hexop
30.514 6,75 n-Hexadecanoic acid
34.250 4,62 Octadecanoic acid
21.002 4,51 Hexadecanoic acid, ethyl ester
1.528 1,67 Ethyl Acetate
36.470 1,62 Dodecanedioic acid, dimethyl ester
8.540 1,18 Diethyl sulfate
24.547 1,12 Octadecanoic acid, ethyl ester
30.925 0,77 n-Hexadecanoic acid
39.212 0,71 Eicosanoic acid
33.564 0,36 2(3H)-Furanone, dihydro-5-tetradecyl-
1.654 0,26 Propanoic acid, ethyl ester
30.815 0,19 Hexyl (3S)-3-hydroxy-5-methoxy pentanoate
27.899 0,15 Eicosanoic acid, ethyl ester
1.841 0,12 Butanoic acid, ethyl ester
24.186 0,06 9-Octadecenoic acid, methyl ester
23.358 0,05 4-Ethyl-2,6-dimethoxyphenol
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and hemicellulose have experienced decomposition. In contrast, lignin decomposition 
only occurs partially because it requires an even higher temperature, more than 400°C. 
Cellulose is the main source of generating condensable vapor. Hemicellulose has the lowest 
degradation temperature at 250–300°C. Hemicellulose produces many non-condensable 
gases, and cellulose produces many bio-oil products.

Conversely, at higher temperatures, particularly 550°C, the bio-oil yield peaks at 
28.83%. This increase in bio-oil production is attributed to the complete decomposition 
of the biomass components at elevated temperatures. The primary constituents of Cerbera 
odollam biomass include 28.5%–41% cellulose, 15.3%–25.9% hemicellulose, and 6.2%–
12.6% lignin. Hemicellulose decomposes between 250–350°C, cellulose between 300–
400°C, and lignin at temperatures above 400°C. Therefore, at 550°C, the decomposition of 
cellulose and hemicellulose is almost complete (Mahakhant et al., 2021), enhancing bio-oil 
formation. In GC-MS analysis, various organic compounds indicated the complexity of 
bio-oil produced at 550°C. Compounds such as butanal, 3-methyl-, which had the highest 
percentage area (30.52%), indicated that most of the bio-oil components were derived 
from the decomposition of hemicellulose and cellulose (Usino et al., 2021). The presence 
of compounds such as Hexadecanoic acid and Octadecanoic acid indicated that most of 
the fatty acids were present in the bio-oil, which could be potential precursors in biodiesel 
production. Comparison between pyrolysis results at 350°C and 550°C highlighted the 
significant difference in the products produced. At lower temperatures (350°C), biomass 
decomposition was still incomplete, which led to more dominant biochar production, while 
at 550°C, a significant increase in bio-oil products occurred. This fact supports the idea 
that temperature is crucial in determining pyrolysis results and final products.

It should be noted that the high content of Oleic acid (18%) and 9,12-Octadecadienoic 
acid (15.69%) in the bio-oil produced indicates the presence of unsaturated fatty acids 
that have the potential to be used in chemical industry applications, for example, in the 
manufacture of lubricants or surfactants. On the other hand, compounds such as Diethyl 
sulfate (1.18%), although in relatively small amounts, may be of concern in terms of toxicity 
and need to be carefully managed in further processing. In further research, it would be 
interesting to explore how other pyrolysis conditions, such as heating rate, atmosphere, or 
variations in the particle size of the feedstock, can affect the distribution of compounds in 
the bio-oil. Such research could optimize richer bio-oil yield in high-value compounds while 
minimizing contaminants or unwanted byproducts. In addition, a more in-depth analysis of 
the effect of biomass ash content on pyrolysis products could provide additional insights 
into the relationship between the mineral composition of the biomass and the selectivity 
of the pyrolysis reaction. Further research on optimizing pyrolysis temperature and time 
can also focus on obtaining higher bio-oil yields and improving bio-oil quality in terms of 
thermal stability, energy, and chemical component purity.
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Decomposition Pathways and Product Distribution

Hemicellulose’s decomposition at 250–350°C releases volatile gases and tar (Niksa, 2022a), 
producing non-condensable gases. This degradation pathway results in a significant portion 
of the volatile matter escaping as gas, crucial for energy recovery through gasification 
processes. Cellulose, decomposing at temperatures above 400°C, is a primary source of 
condensable vapors (Niksa, 2022b). Its decomposition produces a substantial amount of 
bio-oil, as it converts into a range of volatile organic compounds. At 550°C, the breakdown 
of cellulose is well-advanced, leading to increased bio-oil production compared to lower 
temperatures. Lignin decomposition requires temperatures above 500°C (Folgueras et al., 
2023), where it breaks down into smaller molecules, primarily phenolic compounds (Zhang 
et al., 2023). At 550°C, lignin decomposition is partial, contributing to bio-oil formation, 
but at a slower rate compared to cellulose and hemicellulose.

The optimal temperature for maximizing bio-oil yield in this study is identified as 
550°C. At this temperature, the decomposition of cellulose and hemicellulose is significant, 
while lignin decomposition is not complete. This balance enhances bio-oil production, 
making 550°C a critical temperature for optimizing bio-oil yield. The decomposition 
kinetics at this temperature ensure a high yield of condensable vapors, favoring bio-oil 
production over gases and solid residues. Pyrolysis produces significant amounts of 
bio-oil at this temperature, with optimal decomposition of hemicellulose and cellulose. 
Hemicellulose degraded at 250–350°C produces volatile gases and tar, which contribute to 
non-condensable gas products, making gasification a potential pathway for energy recovery 
(Ward et al., 2014). Cellulose, which begins to decompose at temperatures above 400°C, 
is the main source of condensed vapors that make up bio-oil. This explains why, at 550°C, 
the increase in bio-oil production occurs due to further decomposition of cellulose.

Meanwhile, lignin degraded at temperatures above 500°C is slower in making a 
significant contribution to bio-oil production. Phenolic molecules produced from lignin 
decomposition at 550°C enrich the composition of bio-oil (Soldatos et al., 2024), but in a 
smaller proportion compared to the results of hemicellulose and cellulose decomposition. 
Considering the characteristics of the decomposition pathway of each biomass component, 
a temperature of 550°C was shown to be the optimum point to maximize the bio-oil yield. 
At this temperature, the balance between the decomposition of hemicellulose, cellulose, and 
lignin provides a bio-oil product rich in volatile compounds with added value. These results 
open up great opportunities for further exploration in optimizing pyrolysis conditions to 
improve bio-oil quality and quantity and increase energy efficiency in biomass conversion.

CONCLUSION

The pyrolysis temperature of Cerbera odollam in the batch reactor affects the pyrolysis 
products (char, bio-oil, and gas) produced. Pyrolysis of Cerbera odollam at a temperature 
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of 350°C produces the most char products and the least gas products. Pyrolysis at a 
temperature of 450°C produces the most gas products and the least char products. The 
higher the pyrolysis temperature, the higher the gas product and the lower the char product. 
Likewise, the lower the pyrolysis temperature, the more char products there are and the 
fewer gas products. The optimum temperature for producing bio-oil from the pyrolysis 
of Cerbera odollam is 550°C, so it has the most chemical components analyzed using 
GC-MS to determine the chemical components contained. Based on GC-MS analysis, the 
butanal, 3-methyl-product has the highest percentage area, around 30.52%. So, it can be 
concluded that more bio-oil can be produced using the fast pyrolysis method or by adding a 
catalyst. Finally, the pyrolysis process of Cerbera odollam biomass exhibits distinct product 
distributions across different temperatures. Understanding the decomposition pathways 
and their temperature dependencies is essential for optimizing the yield and quality of 
biochar, bio-oil, and gases. This knowledge can guide the development of efficient biomass 
conversion technologies, enhancing the sustainability and economic viability of biomass 
utilization. In the future, research can focus on deeper investigations into the effects of 
pyrolysis time, heating rate, and biomass feedstock modification, hoping to increase bio-oil 
yield and reduce unwanted byproducts. Further investigations into phenolic compounds 
derived from lignin can also open up opportunities for developing bio-oil applications in 
industrial chemistry.
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ABSTRACT 

Camera traps serve a pivotal role in the surveillance of wildlife populations within a given 
habitat. Nonetheless, commercially available camera traps tend to be relatively expensive, power-
consuming, non-selective in their detection capabilities, and necessitate subsequent processing 
of the acquired images. In this study, we focus on developing a simple machine-learning wildlife 
camera using ESP32 CAM, a microcontroller that has an integrated camera, flash, and SD 
card storage, for detecting small mammals. The ESP32 CAM was designed to recognize and 
photograph squirrels in natural environments, employing an object detection model formulated 
via an accessible online machine-learning resource known as Edge Impulse. The efficacy of the 
models was systematically assessed, with training images derived from two distinct repositories, 
namely, the Google Images Repository and original photographs captured at the designated field 
site, compared for analysis. Model A, which utilized images from Google, achieved an accuracy 
rate of 61.5%, whereas Model B, which relied on local field photographs, attained an accuracy 
of 83.3%. We compared ESP32 CAM to Hawkray Digital trail camera to assess the model’s 
accuracy in detecting squirrels. Results from the Chi-Square analysis reveal that the number of 

squirrel pictures taken by both cameras was 
the same. A thorough discussion of various 
factors influencing the model’s accuracy, 
including background uniformity, size of 
the object, posture, and distance, was also 
undertaken. Furthermore, this study addressed 
the implementation of TinyML within the 
ESP32 CAM context, as well as the inherent 
limitations associated with the ESP32 CAM 
technology.

Keywords: Camera trap, edge impulse, ESP32 CAM, 
machine learning, object detection model, small 
mammal detection, training image 
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INTRODUCTION 

The use of camera traps is a well-known method for monitoring wildlife (Swann & Perkins, 
2014). Camera traps, or trail cameras, typically denote devices that activate upon detecting 
animal movement within their operational range. They are advantageous for estimating 
population densities and conducting demographic studies, as they facilitate prolonged 
monitoring of a designated area without much human intrusion (Sreedhar et al., 2021; 
Swann & Perkins, 2014). Camera traps possess the capability to acquire high-resolution 
images and videos, which is essential for species monitoring and behavioral research 
(Bird et al., 2021; Blount et al., 2021; Zhu et al., 2021). Additionally, camera traps can 
be strategically employed to alleviate human-wildlife conflicts, including issues such 
as wildlife encroachment, crop destruction, and livestock predation, by monitoring and 
detecting wildlife activity and movement in an area so that the affected community and 
authorities can be alerted and appropriate actions can be planned and taken.

ESP32 CAM is a unique microcontroller that has a built-in integrated camera, flash, 
and SD card storage built into the module. The price is relatively cheap, ranging from 
five to seven US Dollars (around MYR20 to MYR30). Further technical details and a 
datasheet can be found at Ai Thinker’s website (https://docs.ai-thinker.com/en/esp32-
cam). Due to its cheap price and adaptability in terms of programming, it is usually used 
for object identification (Rai & Rehman, 2019; Vinod et al., 2023). Other uses include 
smart agricultural practices (Elhattab et al., 2023), wildlife observation (Linder & Olsson, 
2022), and industrial automation (Vinod et al., 2023), where visual data is primarily used 
to enhance operational efficacy.

Machine Learning (ML) represents a domain within Artificial Intelligence (AI) 
wherein computational systems can discern patterns from datasets via algorithms, thereby 
executing tasks autonomously with or without direct human oversight (Das et al., 2015). 
ML methodologies are progressively being integrated into conservation efforts (Fernandes 
et al., 2020; Shivaprakash et al., 2022; Tuia et al., 2022). For instance, computer vision 
algorithms can be employed to filter and process images obtained from wildlife camera traps 
to screen out blank images and classify the present animal species (Sreedhar et al., 2021). 
The advent of Tiny Machine Learning (TinyML) facilitates the deployment of machine 
learning within resource-limited devices, such as embedded systems and Internet-of-Things 
(IoT) devices, by optimizing algorithms to be as compact as possible to conform to specific 
hardware and software limitations (Disabato & Roveri, 2022; Ray, 2022).

Small mammals are animals with a tiny body size and are less than five kilograms 
(Baharudin et al., 2023). Typical representatives of this group include rodents, moles, 
shrews and bats. The populations of small mammals face significant threats due to 
climate change (Szpunar et al., 2008), deforestation, urbanization, and the expansion 
of agricultural plantations, which are the principal contributors to habitat degradation 
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(Palmeirim et al., 2020). Global research has demonstrated that habitat fragmentation 
resulting from urbanization and agricultural growth has precipitated a decrease in small 
mammal populations (Gomes et al., 2011; Johnstone et al., 2014; Palmeirim et al., 2020). 

A web-based artificial intelligence platform called Edge Impulse (https://edgeimpulse.
com) uses datasets or sensor data to create machine learning models for edge devices. It 
is convenient because Edge Impulse has a user-friendly interface that creates models that 
can be exported and used with a variety of widely used programming languages, including 
Arduino, TensorFlow Lite, and Mbed. This research aims to develop a simple device that 
is efficient for detecting the presence of small mammals using Edge Impulse. This is 
followed by 3 research questions: 

1. Which training set is best for training machine learning algorithms? 
2. Can TinyML be utilized in ESP32 CAM for the recognition of small mammals? 
3. Will ESP32 CAM be at par with its commercial counterparts?

This study specifically focuses on object detection, aiming to detect the presence of 
small mammals in cameras without classifying them into specific species. ESP32 CAM 
is expected to be triggered and capture an image as long as an object is detected as a small 
mammal. The emphasis is on presence detection rather than species classification. We 
train the model with pictures of rats and squirrels due to the frequent presence of these two 
groups of small mammals in the study site. This uses TinyML to be deployed on ESP32 
CAM. The project emphasizes the potential of ESP32 CAM for detection and photographic 
documentation of small mammals through the application of machine learning techniques. 
It deliberately avoids intricate machine learning programming, opting instead for a user-
friendly click-and-drag interface requiring only a basic understanding of coding. 

Another main factor in choosing ESP32 CAM is its low cost. We aim to design the 
camera to be less than 50 MYR and can be customized based on the user’s demand. Our 
primary goal is to evaluate the feasibility of using small, low-power, and cost-effective 
embedded cameras with onboard machine learning for small mammal detection in remote 
field settings. While effective for wildlife monitoring, traditional trail cameras often require 
substantial power, produce large volumes of data that necessitate manual post-processing, 
and may not support real-time edge-based classification. In contrast, embedded solutions, 
such as the ESP32-CAM combined with TinyML, offer a lightweight alternative capable 
of performing real-time inference directly on the device, reducing the need for cloud 
processing and data storage.

We selected ESP32 CAM due to its affordability, low power consumption, and ability to 
capture images autonomously in field conditions. TinyML was chosen as it enables efficient 
deployment of machine learning models on resource-constrained hardware, ensuring that 
inference can be performed locally without constant connectivity. Edge Impulse was utilized 
as it provides an accessible and optimized pipeline for training and deploying machine 
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learning models onto embedded devices, streamlining the integration of AI-based image 
recognition with minimal computational overhead. Furthermore, its no-code approach is 
easy even for non-coders to train computer vision models.

The small mammal detection model was trained using Edge Impulse, utilizing two 
distinct training datasets from the Google Images Repository and local field photographs 
obtained via wildlife camera traps within the same study locale. The accuracy of the model 
was evaluated between these two training data sets within Edge Impulse. The model 
exhibiting superior accuracy was subsequently selected for deployment in the ESP32 
CAM. We tested the ESP32 CAM in the field for its effectiveness.  We then compared the 
results to the commercial wildlife camera trap.

MATERIALS AND METHODS 

Study Site

This study took place at the Eco Hub in the Durian Valley of Universiti Sains Malaysia 
(USM) between January and March 2024, located at coordinates 5°21’41.7”N 100°18’18.0” 
E (indicated by the red dot in Figure 1). The USM campus on Penang Island, Malaysia, has 
been recognized as a “University in the Garden” after the construction of the Eco Hub in 
2001. Eco Hub represents the university’s initiative to preserve campus greenery and protect 
diverse flora and fauna. Photographs of small mammals, subsequently utilized for training 
the machine learning model, were obtained prior to the experiment through a camera trap 
positioned at the location marked in Figure 1. During the preliminary trials conducted at 
the study site, the camera system only detected squirrels and rats. As a result, the small 
mammal detection model in this study was specifically designed to focus on these two 

Figure 1. Location of experiment site (red marker) in Eco Hub USM (Source: Google Map)
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categories of small mammals. This targeted approach ensures that the model is optimized 
for the most frequently observed small mammals within the study area. This same site 
was utilized for the deployment of both the ESP32 CAM and the camera trap throughout 
the experiment. Pieces of bananas were employed as bait to entice small mammals to the 
research area. 

Hardware Components

The main hardware used in this research was the ESP32 CAM AI Thinker, as shown in 
Figure 2. The camera module is OV2640 (2-megapixel resolution). The built-in flash and 
SD card storage help reduce the additional components needed for the project. Although 
the board has WiFi, it was not used as the module was placed in the forest. General-purpose 
input/output (GPIO) pins enable us to add additional sensors if needed. There is also 4 
MB of PseudoStatic Random Access Memory (PSRAM) for data streaming capabilities. 
This capability guarantees high image quality without leading to system instability in the 
ESP32. A basic blue housing produced via 3D printing by employing polylactic acid (PLA) 
filament was specifically engineered to secure and contain the ESP32 CAM (Figure 3).

The ESP32-CAM lacks an integrated USB interface. Consequently, an ESP32-CAM-
MB programmer (Figure 4) is needed to successfully upload programmed code into the 
ESP32-CAM module.

Power was supplied to the ESP32 CAM through the soldering of pins from a four-slot 
18650 lithium battery shield. This battery shield was interconnected with a UPS 4W solar 
panel (Figure 5) to enhance and prolong the operational longevity of the device when 
deployed in field conditions. This study used a 32GB micro-SD card to augment the storage 
capabilities of ESP32 CAM. With its ESP32 development board, the ESP32-CAM is 
compatible with programming via the Arduino Integrated Development Environment (IDE).

The Hawkray digital trail camera (Figure 6) was the camera trap employed for the 
preliminary acquisition of images of small mammals. We used the same camera trap again 

Figure 2. Front and rear view of ESP32 CAM Figure 3. Front and rear view of a 3D printed casing 
for ESP32 CAM
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in the field in conjunction with the ESP32 
CAM AI Thinker. Four AA alkaline batteries 
supply the camera trap’s operational power.

Both the cameras (Hawkray digital trail 
camera and the ESP32 CAM AI Thinker) 
function differently from each other. The 
Hawkray camera has a much higher-
resolution image of 12 MP. It is also equipped 
with a Passive Infrared (PIR) sensor and 
InfraRed (IR) Light Emitting Diode (LED). 
When motion and heat are detected, the PIR 

Figure  4 .  ESP32-CAM-MB 
programmer

Figure 5. ESP32 CAM connected to a 18650 battery shield for a solar 
panel

Figure 6. Front and rear view of the Hawkray digital 
trail camera

sensor activates the camera. The image sensor captures the scene, using IR LEDs during 
low-light conditions, and saves the data to an SD card. The camera enters a power-saving 
mode when no motion or heat is detected, thus enabling it to function for a prolonged time. 
However, it is also prone to false positives, in which movements from the foliage or even 
leaves falling in front of the lens could trigger the camera. For our experiment, the camera 
was set to take 12 MP images when triggered. It was also programmed to capture the images 
in the first 5 minutes with a 10-second delay between each image.

The ESP32 CAM AI Thinker works by continuously watching the area. Since it is 
trained to recognize only specific objects (in our case, small mammals), it will ignore 
other movements or objects in its field of vision. Unfortunately, it is not equipped with 
any IR LEDs, thus rendering it useless during night or low-light situations. Therefore, 
it is programmed to be awake from 7 am until 8 pm. It will remain in deep sleep mode 
during the night. We programmed it to take pictures for 5 minutes with a 10-second delay 
between each image.
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Machine Learning Model

Edge Impulse functioned as the training 
platform for this research initiative, enabling 
the formulation of the machine learning 
algorithm utilized by the ESP32 CAM for 
the recognition of small mammals. The 
training process was systematically divided 
into five distinct phases (Figure 7). Initially, 
images depicting the target subject, namely, 
small mammals, were collected. These 
images served as the training dataset within 
Edge Impulse, enabling the extraction of 
machine-recognizable features. For this 
study, the training images of small mammals 
were sourced from two primary channels: 
images retrieved from the Google Image 
Repository and local images obtained 
through a camera trap. In Model A, images 
of squirrels and rats were sourced from the 
Google Images Repository, culminating in 
the acquisition of 738 images of squirrels 

Figure 7. Flow chart of the entire project

and 1,074 images of rats, which were subsequently uploaded to Edge Impulse. Examples 
of training images in Model A are shown in Figure 8. The imbalance ratio between images 
of squirrels and rats resulted from a manual selection process that prioritized images most 
relevant to local species and background settings. For Model B, local field images of 
squirrels and rats were obtained from a camera trap strategically positioned at the research 
site, EcoHub, to capture images of squirrels and rats. The final results of 244 images were 
documented, consisting of 201 images showcasing squirrels during daylight and 43 images 
depicting rats at night. Examples of training images in Model B are shown in Figure 9. Due 
to fewer images being captured, we created replicates for each image, producing 488 images 
to increase the dataset. Eight images were manually taken using the camera at the exact 
angle as a background dataset to help the model identify the background. These images 
were then uploaded to Edge Impulse. As this study focuses on small mammal detection 
rather than species classification, and squirrels and rats are within the targeted group, the 
difference in the number of images is not a primary concern. 

The second phase involved annotating the images through the application of bounding 
boxes. Bounding boxes were precisely outlined around all observable squirrels and rats 
within the images, and corresponding labels were assigned. The designations employed 

Model B
Images from 
camera trap

Collect images

Model A
Images from 
the Internet

Labelling images using Edge Impulse

Train using FOMO MobileNet V 2.0.1

Export model as Arduino Library

Modified eloquent Arduino code

Field deployment test comparison with 
Hawkray Trail cam
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included ‘squirrel’ and ‘rat’. In instances where camera trap images contained no animals, 
no bounding boxes were labeled, and such images were systematically categorized as 
background images. In the Edge Impulse tutorial and DroneBot Workshop methodology 
(https://dronebotworkshop.com/esp32-cam-intro/), backgrounds are pictures without the 
object. We did not specify or rename it into ‘background’; rather, images that were not 
labeled (no objects within them) will be automatically considered ‘background’. Since we 
will be testing at the same place inside the forest, we chose our forest image (without any 
animals) as the background. We use the feature explorer in the Edge Impulse systems to 
describe the overall pattern of the dataset.

Figure 8. Labelled training image examples of the rat and squirrel in Model A

Figure 9. Labelled training image examples of the rat and squirrel in Model B
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The third phase involves training the model to utilize the labelled images. The images 
were converted to grayscale to ensure that the model concentrated on the morphological 
features of small mammals, independent of color. The images were converted to grayscale 
to ensure that the model focused exclusively on the morphological features of small 
mammals, such as body shape, size, and structural details, independent of color variations 
that may not be relevant for classification. Morphological features are critical for 
distinguishing between small mammal species, as their physical structures often contain 
defining characteristics that are species-specific. This approach is particularly feasible 
because grayscale images reduce computational complexity and eliminate potential biases 
introduced by environmental lighting or fur coloration, which may vary within the same 
species. A good result here would be the model’s ability to achieve high precision and 
recall in distinguishing between species based solely on morphology, demonstrating 
that the extracted grayscale features effectively capture the necessary species-specific 
patterns. Success would be indicated by accurate classification metrics, supporting the 
hypothesis that morphological features are sufficient for species differentiation in this 
context. Edge Impulse offers a pre-configured neural network capable of training the object 
detection model and producing an output. This process is also called Transfer Learning. 

Transfer learning is a machine learning technique where a pre-trained model, initially 
trained on a large dataset, is adapted to a new but related task with a smaller dataset. Instead 
of training a model from scratch, transfer learning leverages the knowledge gained from a 
previously learned task, significantly reducing training time and improving performance, 
especially when labeled data is limited. The settings were left at default since we were 
using Edge Impulse’s free account. Through trial and error, we found that increasing or 
modifying certain parameters tends to cause online training to fail. The number of training 
cycles/epoch were kept at 30. The learning rate was set at 0.01. The Training Processor 
is a CPU (GPU access is for paid accounts). The validation set data size is kept at 20%. 
This means that the images are sorted and selected randomly by Edge Impulse for training, 
testing and validation before training. The batch size is kept at 32, which is the default. 
Data augmentation is limited to grayscale only. We did not use the quantized model option, 
which will cause the model to crash during Arduino compilation later.

The available neural network architecture for the free account version of Edge Impulse 
is FOMO (Faster Object More Object) MobileNet V2.0.1. FOMO (Faster Objects, More 
Objects) MobileNet V2.0.1 represents an advanced object detection framework optimized 
for edge artificial intelligence applications within environments with limited resources. 
It builds upon the MobileNetV2 architecture, modified to facilitate rapid object detection 
with reduced computational demands.

In contrast to traditional object detection frameworks that rely on bounding boxes, 
FOMO employs a grid-based approach to object localization, rendering it exceptionally 
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efficient for applications such as counting, tracking, and real-time detection of minute 
objects. This streamlined model is particularly advantageous for implementation on 
microcontrollers and low-power edge devices, where conventional deep learning models 
may incur prohibitive computational costs. The dataset was partitioned into 75% for 
training and 25% for testing. In Edge Impulse, the platform automatically splits the dataset 
into training and validation sets during the training pipeline. The confusion matrix and 
performance metrics shown after training are derived from the validation set. This ensures 
the results reflect the model’s capability to handle new data.

Edge Impulse employs several techniques to address overfitting during model training. 
One key method is data splitting, where the platform automatically divides the dataset 
into training, validation, and sometimes test sets. This ensures that the model is evaluated 
on unseen data, providing a more accurate measure of its generalization capabilities. 
Additionally, data augmentation can be enabled to introduce variability into the training 
data through methods such as noise addition, cropping, or flipping. This variability 
helps the model learn more robust patterns and reduces its reliance on specific data 
features. Lastly, Edge Impulse offers predefined machine learning architectures, such as 
convolutional neural networks, which are often optimized to balance model complexity 
with generalization, minimizing the likelihood of overfitting.

Based on the F1 score of accuracy (based on the validation dataset) that we derived 
from the confusion matrix, we selected the best model to be deployed to the ESP32 CAM. 
After the training, the fourth step is to upload the model that is compatible with the ESP32 
CAM. Edge Impulse packages the model into a compact library that can be installed inside 
the Arduino IDE (Salerno, 2024). We adopted and modified codes from GitHub (https://
github.com/eloquentarduino/EloquentEsp32cam). We further modify the FOMO example 
from the library to detect and save the images to the SD card. To reiterate a previous point, 
we cannot use an optimized quantized model due to the incompatibility with the Eloquent 
Arduino library.

The concluding phase involved executing the model on the ESP32 CAM to ascertain 
its operational efficacy. The code was transferred to the ESP32 CAM through a connection 
to a laptop utilizing the ESP32-CAM-MB programmer alongside the Arduino Integrated 
Development Environment (IDE). Subsequently, the camera was deployed in the field 
for empirical evaluation. The comprehensive code can be accessed at https://github.com/
nroselnik/ESP32CAM-for-detecting-rats-and-squirrels.

Field Experiment

The experiment was conducted at the Eco Hub in Universiti Sains Malaysia. An ESP32 
CAM and a Hawkray trail camera were deployed at the research location (Figure 1). Both 
devices were positioned at ground level with the lenses aimed towards a tree. Bananas 
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were distributed around the tree to serve as baits that attract small mammals. Given that the 
primary objective of this project is to assess the efficacy of the ESP32 CAM in detecting 
small mammals and capturing their images, the use of bait to lure the animals does not 
compromise the integrity of the study. The experiment was conducted over three distinct 
days to procure three replicates of the dataset. The cameras were operated continuously 
for 24 hours during each experimental session and were subsequently retrieved to transfer 
the images to a laptop. This procedure ensured that the cameras functioned effectively 
during deployment and helped conserve the memory capacity of the SD card, thereby 
preventing operational interruption due to full storage, which could impede the experiment’s 
advancement. After the images were transferred to a laptop, we compared the ESP32 CAM 
and the Hawkray Digital Camera. 

Data Analysis

In relation to the first research question, we compared the confusion matrix of Model A and 
Model B to find the best implementation model. This comparison assessed the difference 
in the accuracy of the developed models utilizing training images sourced from the Google 
Images Repository and from local field photographs captured by a camera trap at the 
identical location. Additionally, the analysis was done on the feature explorers shown by 
Edge Impulse for each model.

The captured images taken from both cameras were compared to address the second 
and third research questions. As ESP32 CAM does not come with an infrared (IR) sensor 
and is therefore incapable of detecting heat signatures, it depends solely on the machine 
learning model for image capture, only when the object of interest, a small mammal, enters 
the frame and is detected. As a result, the effectiveness of the ESP32-CAM in detecting 
small mammals is entirely dependent on the accuracy and performance of the machine 
learning-based detection algorithm. From the comparison with the Hawkray Trail Camera, 
which has an IR sensor, we can determine the effectiveness and performance of the detection 
model implemented in ESP32 CAM. The assessment relies on how many small mammals 
were accurately detected, as well as those incorrectly detected. Four classification metrics 
are involved in building a confusion matrix table:

• True Positive (TP): A small mammal appears, and an image is captured. 
• False Positive (FP): A small mammal did not appear, yet an image was captured. 
• True Negative (TN): Anything other than the small mammal appears, and no 

image is captured. 
• False Negative (FN): A target small mammal appears, but the camera does not 

capture the image.
A chi-squared (Goodness of Fit) test was conducted to evaluate the differences between 

these cameras. The Significance level was set at 0.05. We calculated the Precision, Recall 
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and F1 values. The formulas for each metric are outlined as Equations 1, 2, and 3 (Chicco 
& Jurman, 2020).
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RESULTS

Accuracies of Model A and Model B

Figures 10 and 11 show the Feature Explorer results for both models. In Model A, the 
features derived from labelled images of squirrels and rats exhibit a considerable degree 
of overlap. Conversely, for Model B, the features extracted from labelled squirrel images 
are distinctly separated from those of labelled rat images, exhibiting minimal overlap.

The Feature Explorer is automatically generated in Edge Impulse and represents a 
visualization of the extracted features from the training data. This is typically a pre-training 
step designed to give users an overview of how well the features separate the different 
classes in the feature space. At this stage, the model is not yet trained. The scatter plot is 
purely a visualization of the data in the feature space based on the extracted features (e.g., 
spectral, time-domain, or other custom features). The axes do not have predefined labels 
in this specific case because they are automatically generated based on dimensionality 
reduction techniques, such as principal component analysis (PCA) or t-distributed stochastic 
neighbor embedding (t-SNE). These techniques transform the high-dimensional feature 
space into two dimensions for visualization purposes, aiming to capture the maximum 
variance or class separability. As a result, the axes do not correspond directly to specific 
physical variables but instead represent combinations of features that best illustrate the 
class distributions in the dataset. It helps users assess whether the features are sufficiently 
discriminative for classification tasks before moving forward with model training.

The accuracy of the object detection model between two distinct image sources (the 
Google Images Repository and the camera trap) was compared. The confusion matrix in 
Edge Impulse offers valuable insights into the efficacy of the object detection model by 
comparing the predicted class and the actual class detected. Tables 1 and 2 illustrate the F1 
score (based on the Validation dataset) and confusion matrix produced by Edge Impulse 
for Model A and Model B, respectively. The rows represent the predicted class, and the 
actual labels are the columns.
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The matrix illustrates the number of instances that were inaccurately categorized. The F1 
score serves as a metric to evaluate the efficacy of the predictive models. The F1 score attains 
its optimal value of 1, indicating perfect precision and recall, and its minimal value of 0. 

The first table represents the performance of model A with an F1 score of 61.5%. 
The results indicate that the model performed exceptionally well in classifying the 
“Background” class, with 99.4% of the instances correctly identified and only 0.3% 
misclassified as either “rat” or “squirrel.” This is further supported by the perfect F1 score 
of 1.00 for the “background” class, highlighting the model’s reliability in detecting this 
class. For the “rat” class, the model correctly classified 58.7% of instances; however, a 
significant portion, 41.3%, was misclassified as “background,” and no “rat” instances were 

Figure 10. Training set and feature explorer of Model A in Edge Impulse

Figure 11. Training set and feature explorer of Model B in Edge Impulse
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misclassified as “squirrel.” This resulted in a lower F1 score of 0.59, reflecting challenges 
distinguishing the “rat” class, particularly due to confusion with “background.” The 
“squirrel” class performed slightly better, with 81.6% of instances accurately identified, 
though 18.4% were also misclassified as “background.” The F1 score for “squirrel” was 
0.65, indicating moderate performance but room for improvement, especially in addressing 
the misclassification with “background.”

The second table reflects the performance of Model B with an F1 score of 83.3%. In 
this iteration, the model achieved perfect classification for the “background” and “rat” 
classes, with 100% of instances correctly identified and without misclassifications. The 
F1 scores for both classes were 1.00, signifying excellent performance. For the “squirrel” 
class, the model correctly classified 68.6% of instances, an improvement over the first 
model. However, 31.4% of “squirrel” instances were still misclassified as “background,” 
indicating that some challenges remain in distinguishing this class. Despite this, the F1 
score for “squirrel” improved to 0.80, demonstrating a better balance between precision 
and recall compared to the first model.

Performance of ESP32 CAM

Hawkray Digital Trail Camera recorded 123 images, whereas the ESP32 CAM shows 117 
images. Table 3 shows the number of images documented by each camera. Some of the 
images captured by both cameras are shown in Figures 12 and 13, with the small mammals 
circled in red. 

The efficacy of the ESP32 CAM was systematically assessed. As the ESP32-CAM 
lacks night vision capabilities, it could not be evaluated for its effectiveness in detecting 

Table 1 
F1 score and confusion matrix of Model A obtained from Edge Impulse

 F1 Score 61.5% Background Rat Squirrel
Background 99.4% 0.3% 0.3%
Rat 41.3% 58.7% 0%
Squirrel 18.4% 0% 81.6%
F1 Score 1.00 0.59 0.65

Table 2 
F1 score and confusion matrix of Model B obtained from Edge Impulse

 F1 Score 83.3% Background Rat Squirrel
Background 100.0% 0% 0%
Rat 0% 100% 0%
Squirrel 31.4% 0% 68.6%
F1 Score 1.00 1.00 0.80
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Table 3 
Number of images captured by Hawkray digital trail camera and ESP32 CAM in the 3 experiment days

Experiment Day Hawkray digital trail camera ESP32 CAM
1 30 images of squirrels

10 images of rats (night)
   2 images of bats (night)
   1 image of chicken

29 images of squirrels

2 54 images of squirrels 51 images of squirrels
15 blank images

3 24 images of squirrels
   2 images of rats (night)

18 images of squirrels
   4 blank images

Total 123 images 117 images

Figure 12. Images captured by ESP32 CAM showing the squirrel’s appearance (red circle) in poor resolution 
(480 × 320 pixels)

nocturnal animals. Consequently, rats and bats were excluded from the results. Instead, the 
evaluation was exclusively conducted utilizing images depicting squirrels, as they were 
the only small mammals detected by the Hawkray camera and the ESP32-CAM during 
daylight. Table 4 shows the quantitative classification metrics. In this study, true positives 
refer to instances where the ESP32-CAM successfully captured images of squirrels that 
were also recorded by the Hawkray camera, which can be calculated as 29+51+18 = 98. 
False positives occur when the ESP32-CAM captures images in the absence of squirrels, 
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resulting in blank images. The total number of false positives is calculated as 15+4 = 19. 
True negatives represent cases where non-small mammal species were present, and the 
ESP32-CAM was not triggered. This is evident from the Hawkray camera capturing an 
image of a chicken, while the ESP32-CAM did not, leading to 1 true negative instance. Bats 
and rats observed at night were excluded from this calculation, as the ESP32-CAM lacks 
night vision, rendering nighttime data invalid. False negatives occur when small mammals 
are present and captured by the Hawkray camera but are missed by the ESP32-CAM. This is 
determined by the difference between the number of squirrel images recorded by Hawkray 
and missed by the ESP32-CAM, calculated as (30 - 29)+(54 - 51)+(24 - 18) = 10. Based 
on the classification metrics in Table 4, the precision metric for the ESP32 CAM in the 
detection of squirrels is manually calculated as 0.84, while the calculated Recall metric is 
0.91, and the F1 score is 0.87.

Figure 14 presents a comparative analysis of the ESP32 CAM and the Camera Trap 
regarding the quantity of squirrel images obtained. In general, the ESP32 CAM recorded 
a lower number of squirrel images than the Camera Trap. The difference in the quantity 
of captured squirrel images ranges from 1 to 6. 

Figure 13. Images captured by Hawkray trail camera showing the squirrel’s appearance (red circle) in high 
resolution (1920 × 1080 pixels)

Table 4 
Classification metrics of squirrel images captured by ESP32 CAM

True Positive False Positive True Negative False Negative
Number of squirrel images captured 
by ESP32 CAM 98 19 1 10
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For the Chi-Square Goodness of Fit test, we used the number of images from the ESP32 
CAM as the observed frequency and the number from the Hawkray Digital trail camera 
as the expected frequency. The results indicate no significant difference in the number of 
squirrel images obtained from the ESP32 CAM compared to those from the Hawkray trail 
camera, with Χ2 (1, N = 98) = 0.853, p = 0.653. 

DISCUSSION

Background Consistency and Object Size

From the findings, it is evident that, although both modeling frameworks attained an overall 
F1 score exceeding 50%, Model B, which utilized camera trap imagery, exhibited a superior 
F1 score and demonstrated heightened accuracy in the identification of small mammalian 
species in comparison to Model A, which relied on training images sourced from the 
Google repository. This discrepancy may be attributed to several variables, including 
the uniformity of the backgrounds in the images as well as the dimensions of the objects 
depicted therein. The images procured from the Google repository are characterized by 
diverse backgrounds, having been captured across a range of landscapes including arboreal 
canopies, forest undergrowth, and residential perimeters, employing various devices such as 
camera traps, mobile phone cameras, or professional-grade cameras, and in some instances, 
through artificial means utilizing artificial intelligence. This phenomenon is referred to as 
capture bias, as outlined by Tommasi et al. (2017). For example, the image background 
may occasionally be replete with dense vegetation or alternatively, be rendered plain or 
intentionally blurred to emphasize the animal’s presence within the images (Figure 7). Such 
uncontrolled variables contribute to the inconsistency in the photographic backgrounds, 

Figure 14. The number of squirrel images captured by the camera trap and ESP32 CAM
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thereby introducing noise during the training process, which complicates the ability of 
machine learning algorithms to accurately discern the features of the target objects, namely 
squirrels and rats (Xiao et al., 2020). 

A study conducted by Fadzly et al. (2021) posited that machine learning systems can 
misinterpret the image backgrounds as salient characteristics of the objects being analyzed. 
Conversely, the camera trap photographs captured at a singular field site generally exhibit a 
more consistent background (Figure 8) as the camera is oriented towards the same natural 
scenery, barring any human interventions or disturbances from wildlife. The homogeneity 
of the backgrounds in the camera trap photographs facilitates the machine learning model’s 
capability to detect any anomalous activities or movements within the images, allowing it 
to visualize features that correspond with the morphological characteristics of squirrels and 
rats while disregarding any extraneous background components that are frequently present, 
such as foliage, vegetation, and fallen leaves (Nielsen et al., 2023; Wong & Fadzly, 2022). 

The dimensions of objects and their angular representation in visual data are pivotal 
elements that affect the precision of the model (Feng & Lu, 2023; Sun et al., 2023). Figure 8 
demonstrates the characteristics derived for squirrels and rats from online imagery in Model 
A, which exhibited significant overlap. This indicates that the Google Image Database 
model is inefficient in distinguishing squirrels and rats. The existence of overlapping 
characteristics may present difficulties in accurately differentiating between closely related 
species or in identifying individuals within intricate backgrounds.

The variability in the sizes of the squirrels and rats might be due to the differences in 
the focus areas. Some are too far, too close, or at a varied angle. This invariably confuses 
the model about the actual size of the trained/detected animals (Sun et al., 2023). This 
misinterpretation could fail to detect the object and the erroneous identification of non-
relevant objects, compromising the model’s accuracy in identifying the intended targets 
(Feng & Lu, 2023). In Model B, the features derived from the field photographs exhibit 
greater distinctiveness and separation (Figure 11). This might be due to the fixed angle, 
distance, and similar background. The uniformity in the size of the objects facilitates 
the model’s capability to achieve a heightened level of precision in recognizing unique 
attributes of the small mammals, which is imperative for accurate species identification. 
Upon examination of both models, the images from the camera trap show that the object 
(rats/squirrels) is detected at nearly the same place each time. Squirrels are mostly in front 
of the tree trunk, and rats are mostly on the ground level. This consistency in the training 
datasets helps the model output compare between the object and background (Hao et al., 
2022; Schneider et al., 2020; Xiao et al., 2020). Incorporating an additional step of collecting 
local background images from the study site is expected to improve model performance, 
since the similarity in the background has a profound effect on the model’s effectiveness 
(Dujon & Schofield, 2019). This step would benefit the model rather than solely relying on 
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web-mined images, as it ensures better adaptation to the specific environmental conditions 
of the study area. It is crucial to consider these parameters in the formulation of training 
datasets prior to their application within a model, thereby facilitating the reduction of object 
detection inaccuracies and the optimization of its overall accuracy. 

Application of TinyML in ESP32 CAM

The utilization of TinyML for the integration of object detection models within the 
ESP32 CAM framework is indeed feasible (Gotthard & Broström, 2023; Panda et al., 
2022; Rahim & Zainal, 2024; Raiaan et al., 2023). These recent studies highlight the 
effectiveness of using ESP32 CAM for wildlife monitoring such as monkeys, dogs, 
rhinoceros and many other large endangered species. An analysis of the outcomes reveals 
that the camera successfully adhered to the algorithmic instructions by capturing images 
exclusively when small mammals were detected, while disregarding extraneous stimuli 
from alternative animal species. Results have shown no statistically significant differences 
in the frequency of squirrel detections for the two devices under consideration, namely 
the Hawkray trail camera and the ESP32 CAM. Nevertheless, the constraints imposed by 
the restricted quantity of training datasets may contribute to potential inaccuracies in the 
model’s performance (Schneider et al., 2020) when implemented on the ESP32 CAM. The 
occurrence of blank images captured by the device could potentially be attributed to the 
misidentification of fallen leaves as small mammals. Despite its inability to detect certain 
instances of squirrels in comparison to the Hawkray trail camera, the findings substantiate 
the feasibility of employing TinyML within ESP32 CAM. 

This is evidenced by the higher number of true positives compared to false positives 
and false negatives. The majority of research (Bagchi et al., 2022; Das & Halder, 2024; 
Kadhim et al., 2023) has predominantly investigated the application of ESP32 CAM for 
facial recognition systems, with a limited number of studies exploring its use in wildlife 
detection systems (Linder & Olsson, 2022). This disparity may stem from the wildlife 
detection model’s exigency for a substantial and heterogeneous training dataset to attain 
a high level of accuracy in the automatic identification of various animal classes. Such 
extensive training requirements are likely impractical for most ecological research 
(Schneider et al., 2020). The more animal class is introduced in the algorithm, the more 
taxing it is for the system to perform.  However, this investigation concentrated solely on a 
single group of animals, specifically small mammals, and was limited to only squirrels and 
rats. This targeted approach mitigates the necessity for a large training dataset. It facilitates 
the model’s ability to learn from a more modest dataset, thereby achieving satisfactory 
accuracy in detecting squirrels. Given that TinyML is specifically engineered for operation 
under low power constraints, it is congruent with the ESP32 CAM, which is characterized 
by low power consumption and limited processing capabilities. 
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Furthermore, implementing TinyML in the ESP32 CAM demonstrated the usability of 
local on-device processing, minimizing processing costs (Schizas et al., 2022). A majority 
of online platforms, including AIDE, MegaDetector, and Wildlife Insights (Ahumada et 
al., 2020; Beery et al., 2019; Kellenberger et al., 2020), require the images to be uploaded 
before comparing the blank images and identifying the animals depicted in them. Through 
the mechanism of local processing, the camera is activated solely upon the presence of the 
selected species. Therefore, there would be no need to transfer and upload images for model 
learning first. This advancement holds significant potential for the prolonged deployment 
of cameras in remote regions that pose logistical challenges for accessibility. Future studies 
focused on population dynamics and the monitoring of animal species may greatly benefit 
from applying TinyML in compact devices such as the ESP32 CAM. 

Limitations of ESP32 CAM

During the investigation, several limitations inherent to the ESP32 CAM were identified. 
In contrast to commercially available camera traps, the ESP32 CAM lacks an infrared 
sensor. An infrared sensor is a crucial component typically integrated into camera traps, 
utilized to detect IR or thermal signals from objects (Trolliet et al., 2014). These IR sensors 
help the camera to continue working even at night. ESP32 CAM lacks an IR sensor and 
relies only on environmental lighting (although this could be attached separately via the 
GPIO pins). This constraint renders the device impractical during nocturnal hours, as it is 
incapable of detecting any movement in complete darkness. Consequently, this represents 
the primary rationale for the inability to conduct rat detection using the ESP32 CAM in 
this study, given that the module lacks infrared technology or night vision capabilities, 
and considering that rats are predominantly nocturnal foragers. Researchers engaged in 
monitoring nocturnal fauna are advised to utilize an ESP32 CAM module equipped with 
an integrated infrared sensor. 

Moreover, the image quality or resolution of the ESP32 CAM is suboptimal compared 
to that of the Hawkray trail camera. The ESP32 CAM is characterized by a 480 x 320 
pixels resolution, whereas the Hawkray trail camera boasts a 1920 x 1080 pixels resolution. 
Pixels constitute the fundamental units that denote a singular point of color or grayscale, 
collectively forming a digital image. A higher pixel count correlates with enhanced detail 
within an image, thereby yielding superior image quality (Wong & Fadzly, 2022). The 
low resolution of the images from the ESP32 CAM results in a lack of clarity and detail, 
producing images that are often indistinct (Figure 12). 

In contrast, the Hawkray trail camera, with its elevated resolution, generates notably 
sharper images, thereby offering a more detailed representation of squirrels (Figure 13). 
The ESP32 CAM is equipped with a diminutive and rudimentary camera lens, the OV2640, 
which possesses a restricted field of view in comparison to the high-performance lenses 
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employed by commercial camera traps. This rudimentary lens significantly constrains the 
capability of the ESP32 CAM to deliver images of satisfactory quality. While the ESP32 
CAM may serve effectively for the singular purpose of wildlife detection, alerting the 
owner to the presence of wildlife, it is not an appropriate instrument for studies focused 
on characterizing or recognizing individual wildlife due to its inherent limitations in image 
resolution.

Another constraint of the ESP32 CAM pertains to its detection range. The fundamental 
camera integrated within the ESP32 CAM exhibits a restricted object detection distance of 
merely 4 meters, as highlighted in the research conducted by Budiharto et al. (2022). This 
signifies that only fauna that come within 4 meters of the camera will be quantified and 
detected by the ESP32 CAM. Fauna situated beyond this specified distance will remain 
undetected by the camera, culminating in a lost opportunity to ascertain the species and 
document the characteristics of the animal. Furthermore, the restricted detection range 
results in a limited coverage area for the camera. This limitation may present substantial 
challenges if the research site encompasses a large spatial area that a singular ESP32 CAM 
is incapable of adequately monitoring. The device may also necessitate strategic placement 
and orientation near locations where animals are likely to approach closely to enhance its 
detection efficacy and mitigate false negatives (the failure to detect wildlife).  

Although this study highlights some of the weaknesses of ESP32 CAM, we have to 
point out that the original idea of detecting specific target animals using the module is 
feasible. Furthermore, ESP32 CAM is an open-source design, and additional electronics 
can be added through its GPIO pins. Sensors such as temperature, humidity, and a real-
time clock (RTC) can be added to the module. The OV2640 camera that comes standard 
with the module can also be replaced with the OV5640, which is 5 Megapixels in quality. 
An IR LED can be soldered (replacing the normal LED on the board) to help in low-light 
conditions. However, this will invariably cause an increase in the budget for developing 
the camera as we aim for a device costing less than MYR50 (excluding the batteries). Our 
team works on several other microcontroller boards, such as the SeeedStudio Xiao series. 
Further development concerning these new microcontrollers is still in progress.

CONCLUSION

Although the ESP32 CAM demonstrates efficacy in identifying small mammals through 
an algorithm developed by Edge Impulse, it has constraints, such as a limited field of view, 
low-resolution images, and an absence of infrared capabilities necessary for nocturnal 
operations. For the training of the detection model, employing field photographs taken from 
the identical location is likely to yield superior accuracy in comparison to images sourced 
through web mining (e.g., Google image repositories). Despite successfully demonstrating 
the ESP32 CAM’s potential as a machine-learning wildlife monitoring device, we have 
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some recommendations to enhance the study. Firstly, the volume of the training dataset 
could be augmented by acquiring a greater number of field photographs in advance. An 
expanded dataset could significantly enhance the model’s efficacy (Shahinfar et al., 2020). 
Secondly, more focus could be directed at the different Learner AI models, such as YOLO 
v9 or FOMO. Enhancing the model’s accuracy and performance may require adopting an 
advanced machine learning platform that offers superior processing capabilities. Thirdly, 
integrating infrared technology into the ESP32 CAM would enable its functionality in 
low-light conditions. Future research should optimize the ESP32 CAM as an AI-assisted 
Wildlife camera to detect additional wildlife species, thereby contributing to conservation 
and research initiatives.
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ABSTRACT
In the precooling process of meat and fish using flaked ice, the product temperature decreases slowly 
due to insufficient contact between the cooling medium and the product. This study aimed to analyze 
the effects of meat type and compressive force level on sample temperature and cooling rate, as 
well as to conduct simulations using Computational Fluid Dynamics (CFD). Three types of meat 
samples, namely chicken, beef, and tuna fillet, were examined under three levels of compressive 
force: 0 N (control), 980 N, and 1960 N. The results showed that compressive force, meat type, and 
interaction significantly influenced the cooling rate and final sample temperature (p<0.05). During 
the initial phase of the precooling process, the average cooling rate of chicken increased by 169.2% 
and 391.0% compared to the control under compressive forces of 980 N and 1960 N, respectively. 
Similarly, the cooling rate of beef increased by 113.1% and 268.3%, while that of fish increased by 
60.7% and 274.2%. The final temperatures of chicken, beef, and fish samples decreased by 41.7% 
and 79.0%, 22.8% and 76.0%, and 56.8% and 85.7%, respectively, under compressive forces of 
980 N and 1960 N compared to the control. CFD simulations accurately predicted the final sample 
temperature, with an average R2 value of 0.82, RMSE of 0.28, and MAPE of 2.33%.

Keywords: CFD simulation, compressive force, meat type, precooling

INTRODUCTION

Animal products, especially meat and fish, 
have a high risk of damage due to high water 
content and easily damaged chemicals. Red 
meat contains 75% water, 20% protein, 
5.2% fat and 1.5% carbohydrates (Darwish 
et al., 2024). Proteins and fats are easily 
deteriorated both physiologically and 
enzymatically. Meanwhile, high water 
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content increases the risk of the growth of microorganisms (Merai et al., 2019; Rahman, 
2007; Wang, 2000). Consequently, these products must be preserved immediately after 
harvest or slaughter to prevent spoilage. If meat is continuously stored at high temperatures, 
spoilage accelerates, leading to a decline in quality during transportation and subsequent 
cold chain storage. It increases the risk of foodborne diseases and reduces the product’s 
commercial value (Han, 2014; Merai et al., 2019; Zira et al., 2021). Preservation of meat 
by cooling should be carried out as quickly as possible after slaughter (Merai et al., 2019; 
Savell et al., 2005). 

Precooling is crucial for meat and fish before cold storage, as it rapidly reduces the 
product temperature to the required storage condition. Precooling after slaughter has 
become an important operational part before meat enters the cold chain (Dal et al., 2021; 
Ren et al., 2023). If the carcass is put directly into the cold storage room after slaughter, 
without precooling first, the temperature of the carcass will not be able to drop quickly 
to the cold storage target temperature, namely 0–4°C (Bailey et al., 2000; Chakraborty et 
al., 2017; El-Aal & Suliman, 2008; Merai et al., 2019; Rahman, 2007; Wang, 2000; http://
www.fsis.usda.gov/search). Precooling using ice in flake or slurry has long been practiced 
and is very commonly used in society because it is easy to do, cheap, and does not require 
complicated equipment. Several researchers have used ice for the cooling process of various 
types of products: Li et al. (2022) for fruit and vegetables, Valtýsdóttir et al. (2010) for fish, 
and Gao (2007) for cod fish. However, the temperature reduction or cooling rate speed by 
simply covering meat or fish with ice flakes will generally be slow. Therefore, the precooling 
process using ice as a cooling medium needs to be improved to reduce meat temperature 
or increase the cooling rate. Increasing the cooling rate in this precooling method can be 
done by tightening the contact between the cooling ice medium and the meat by applying 
an external compressive force to the cooling medium. Increasing the contact intensity will 
increase the heat transfer rate from the meat to the cooling medium due to increasing the 
total heat transfer coefficient and contact surface area. 

Temperature is a critical parameter in relation to product spoilage. One indicator for 
detecting the quality of food ingredients is temperature history (Al-Mohaithef et al., 2021; 
Li et al., 2019; Riva et al., 2001; Skawińska & Zalewski, 2022; Tao et al., 2023; Wang 
et al, 2015). CFD can provide information on the temperature history of a material being 
studied (Awasthi et al., 2024; Chakraborty & Dash, 2023; Chauhan et al., 2019; Cruz et 
al., 2022; Grossi et al., 2024; Toparlar et al., 2019; Zhang et al., 2020). Therefore, applying 
CFD simulations to the precooling will be very useful in providing a more comprehensive 
understanding of the precooling process. This research aimed to analyze the effect of meat 
type and compressive force on the precooling process using a compressive plate-type 
cooling apparatus with crushed ice as the cooling medium. In this research, CFD simulations 
will also be carried out to predict the final temperature of the cooled samples. 
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MATERIALS AND METHODS

Materials

Three types of animal products were used as research samples: beef, chicken, and tuna 
fillet. These samples were purchased from local markets in Yogyakarta, Indonesia. The 
selected meat and fish samples were fresh, unblemished, and free from any off-putting 
odors, representing the typical condition of meat and fish available for sale. The beef sample 
was tenderloin, characterized by a firm texture, bright red color, and absence of any fishy 
smell. The chicken meat sample was breast meat, had a dense texture, bright color, and 
was still fresh. Meanwhile, the tuna fish samples were fresh fish fillets with firm flesh, red 
gills, bright eyes, and bright fish scales that had not been peeled off. Upon arrival at the 
laboratory, the three types of meat samples were sliced   into square shapes with dimensions 
of 30 mm long, 30 mm wide, and 20 mm thick. Ice was used as the cooling medium in this 
research. This ice was purchased from the ice supplier of ASTRA Company in Sleman, 
Yogyakarta, Indonesia. The ice chunks were carefully crushed into small pieces with a 
size of around 5 mm.

Apparatus

Figure 1(a) shows the compressive plate-type precooling apparatus constructed in this 
study. The primary function of this apparatus was to provide measurable pressure to the 
sample being tested, whose construction was made of metal. The main component of this 
apparatus was a mechanical pressing equipment constructed of metal. The main function 
of this apparatus was to compress the ice-cooling medium above the meat sample with a 
10 × 10 cm stainless steel compression plate. This plate could be moved back and forth 
vertically using an electric motor (DC 12V, 2A, 400 rpm, torque 6.5 kg/cm). The apparatus 
was equipped with electronic components to monitor the compressive force and temperature 
of the sample and cooling medium in real time. Four K-type thermocouple sensors (model 
TP-01) and a loadcell sensor (capacity 500 kg, voltage 10–15V DC) were used to monitor 
temperatures and compressive force, respectively. Other components were the Analog 
Digital Converter (ADC), ATM Mega Arduino uno microcontroller (ATmega328 SMD, 
5V), HX711 driver, AD8495 driver, LCD, computer, and power supply (12V, 10A). A 
wooden container box was used to accommodate the samples and cooling medium. This 
container had a thickness of 1 cm, a square base measuring 12 cm per side, and a height 
of 17 cm.

Research Procedures 

This research began by placing crushed ice as the cooling medium along with the meat 
or fish fillet samples into a wooden box container. The filling process was conducted 
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as follows: first, a 4 cm layer of crushed ice was placed at the bottom of the wooden 
box; next, the meat samples were positioned on top of the ice; finally, the box was filled 
with additional ice until it was completely full. Next, a stainless-steel compression plate 
was moved downward to press the cooling ice medium, as shown in Figure 1(b). The 
magnitude of compressive force could be adjusted according to the predetermined value 
by monitoring the displayed value on the computer screen. In this research, compressive 
forces were 0 (control), 980, and 1960 N (0, 100, and 200 kg) with a compression speed 
of 2 m/s. The compression would be stopped after those desired values were reached. 
Therefore, the meat samples were not continuously loaded with the specified compressive 
force during the cooling process so that the samples did not experience damage due to 
excessive pressure. At the same time as the force was applied to the ice, the meat sample 
and cooling medium temperatures were continuously monitored throughout the precooling 
process until the temperature of the sample being cooled reached a constant temperature. 
The temperature of the meat sample was measured at three positions: (1) at the center 
of the material (Tc), (2) at the position between the center and the surface of the material 
(Tb), (3) and the temperature at the surface of the material (Ts) using thermocouple sensor. 
Temperature data was measured every second during precooling and transferred to the 
computer through ADC. 

Data Analysis

In this research, statistical analysis of variance (ANOVA) was used to analyze the data. The 
ANOVA model applied was a Completely Randomized Design (CRD), factorial 3 × 3, with 
three replications. The first factor was the type of meat: chicken, beef, and fish. In contrast, 

Figure 1. (a) Compressive plate type precooling apparatus; and (b) schematic diagram of samples and 
crushed ice in the box during the precooling process

(a) (b)
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the second factor was the level of compressive force applied during the precooling process, 
set at 0 N, 980 N, and 1960 N. Mean comparisons were evaluated using Duncan’s Multiple 
Range Test (DMRT). According to Fiandini et al. (2023), the mean difference test was a 
useful tool to determine whether there were significant differences between two or more 
data groups. Apart from statistical analysis, simulations were also carried out to predict the 
final temperature of the meat sample at the three measured positions. The simulation used 
CFD by applying the finite element method, which was based on the natural fluid transfer 
of the Navier-Stokes Equation and the phenomenon of energy transfer. Fadiji et al. (2021) 
informed about the application of CFD in various research on freezing and thawing food 
products. The equations used in the CFD application program were the continuity (Equation 
1), the momentum  (Equation 2), and the energy (Equation 3).
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Where Ti,obs was the measured temperature (K), Ti,pre was the predicted temperature (K), 
and N was the number of data points.
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RESULTS AND DISCUSSION

Cooling Rate

Figures 2, 3, and 4 show the temperature 
profiles of Tc, Tb, and Tc during the 
precooling process with the compressive 
force of 0, 980, and 1960 N for chicken, 
beef, and fish samples, respectively. It can 
be observed that the sample temperature 
consis tent ly  decreased throughout 
the precooling process, reaching an 
approximately constant temperature at 
around 600 seconds. The direct contact 
between the cooling medium and the 
sample surface caused the Ts value to 
drop more quickly. Generally, it reached 
a lower final temperature compared to Tb 
and Tc. Based on the temperature profiles, 
it could be observed that two patterns 
of temperature decrease appeared very 
different: (1) the initial period occurred 
when the compressive force began to be 
applied at the beginning of the precooling 
process until the drastic drop in sample 
temperature stopped at around 20 s, and 
(2) subsequent period, which occurred after 
the compressive force was stopped until 
the precooling process was completed. 
Li et al. (2022) provided an equation for 
calculating the cooling rate, and there 
was a ratio between the initial and final 
temperature difference and the precooling 
time. Therefore, based on the temperature 

(a)

(b)

(c)
Figure 2. Temperature profile of Tc, Tb, and Ts in 
chicken meat samples: (a) without compressive 
force; (b) 980 N compressive force; and (c) 1960 N 
compressive force

profile of the sample, the cooling rate value could be calculated using Equations 7 and 
8 for the cooling rate in the initial and subsequent periods, respectively. 

subsequent periods, respectively.  
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Where CRi and CRs were the cooling rates in the initial and subsequent periods, respectively 
(°C/s), To was the initial temperature of the material (°C), Ti was the temperature of the 
material at the end of the initial period (°C), Tf was the final temperature of the material 
when precooling was completed (°C), to was the initial time of the precooling process (s), 
ti was the length of the initial period (s), and tf was the length of the subsequent period (s). 

Table 1 presents the cooling rate during the initial and subsequent periods and the 
overall average for the meat samples tested in this study. It is clearly observed that, during 

Figure 3. Temperature profile of Tc, Tb, and Ts in chicken 
meat samples: (a) without compressive force; (b) 980 N 
compressive force; and (c) 1960 N compressive force

(a)

(b)

(c)

Figure 4. Temperature profile of Tc, Tb, and Ts in fish 
sample: (a) without compressive force; (b) 980 N 
compressive force; and (c) 1960 N compressive force

(a)

(b)

(c)
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the initial period, there was a drastic decrease in the temperature of the meat samples within 
a very short time, resulting in a high cooling rate. In contrast, during the subsequent period, 
the rate of temperature decrease was significantly slower, with a much lower cooling rate 
compared to the initial period. This condition demonstrates that applying compressive force 
to the cooling medium significantly enhances the cooling rate of the meat samples. The 
compressive force increases the heat transfer rate from the meat samples to the cooling 
medium by tightening the contact between them and expanding the contact surface area, 
thereby accelerating heat transfer (Figure 5). In the heat transfer between two media, the 
tighter and wider the contact surface, the overall heat transfer coefficient (U) would increase, 
and increasing the U value would accelerate the heat transfer process so that the product 
would be cooled more quickly. Muttalib et al. (2024) found that applying compressive force 
increased the cooling rate in the tuna fish sample. Meanwhile, in the subsequent period, 
when the applied compressive force was stopped, the force that had been exerted would 

Table 1 
The cooling rate of the meat sample (°C/s) during the precooling process.

Meat Force 
(N)

Initial Period Subsequent Period Whole Process
Ts Tb Tc Ts Tb Tc Ts Tb Tc

Chicken
0 0,267a 0,146a 0,117a 0,030h 0,004a 0,003a 0,032b 0,013ab 0,012a

980 0,765d 0,397e 0,292d 0,011c 0,024f 0,026h 0,034d 0,029d 0,029c

1960 0,924g 0,814g 0,667f 0,012d 0,014c 0,019e 0,039g 0,038e 0,038d

Beef
0 0,332b 0,203b 0,120a 0,023g 0,004a 0,004b 0,031a 0,010a 0,007a

980 0,778de 0,306d 0,304e 0,007a 0,008b 0,008c 0,033c 0,018bc 0,018c

1960 0,816f 0,609f 0,669f 0,008b 0,015b 0,015e 0,038f 0,037e 0,036d

Fish
0 0,356c 0,237c 0,146b 0,023g 0,023e 0,019f 0,033c 0,021c 0,017b

980 0,789e 0,290d 0,202c 0,013e 0,013c 0,021g 0,037e 0,035e 0,030cd

1960 0,959h 0,866h 0,712g 0,018f 0,022d 0,018d 0,041h 0,039e 0,039d

Note. Numbers followed by the same letter in the column are not significantly different

Figure 5. Illustration of changes in the contact area during the precooling process: (a) without compressive 
force; and (b) with compressive force
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gradually decrease and eventually disappear because the ice medium would absorb the 
force. This caused the contact between the meat samples and the ice to loosen, resulting 
in a much lower cooling rate and a slower temperature decrease in this phase.

It was also observed that for all types of samples, the greater the compressive force 
applied, the lower the temperature drop or the higher the sample cooling rate, especially 
in the initial period. This indicated that the greater the compressive force on the cooling 
medium, the faster the cooling process. In the initial period, the average cooling rate of 
chicken meat for the three measured locations increased by 169.2% and 391.0% compared 
to the control for compressive forces of 980 N and 1960 N, respectively. In this period, 
the cooling rate of beef increased by 113.1% and 268.3%, while the cooling rate of fish 
increased by 60.7% and 274.2%. During the subsequent period, the cooling rate of chicken 
meat increased by 385.5% and 233.8% compared to the control for compressive forces of 
980 N and 1960 N, respectively. In this period, the cooling rate of beef increased by 68.6% 
and 195.3%; however, the cooling rate of fish was found to have no increment. For the 
whole precooling process, the average cooling rate of chicken meat for the three measured 
locations increased by 88.4% and 143.6% compared to the control for compressive forces 
of 980 N and 1960 N, respectively. In the same condition, the cooling rate of beef increased 
by 78.3% and 233.0%, while the cooling rate of fish increased by 52.0% and 80.6%. These 
results showed that the highest cooling rate was achieved during the initial period, with a 
consistent increase. Thus, the initial period was the most representative phase for evaluating 
the effect of compressive forces in the precooling process.

Additionally, under the same applied compressive force, the cooling rates of the three 
types of samples showed different values. This indicated that each type of meat had a 
different characteristic in the precooling process. Each type of meat had different thermal 
characteristics, which influenced changes in the temperature during the precooling 
process. One important parameter that greatly influenced the heat transfer rate from a 
material was the specific heat of the material (Cp). Cp represented the amount of heat 
required to change the temperature of 1 kg of material by 1 K. This meant that a material 
with a smaller Cp value would have a greater rate of decrease in material temperature 
because it involved changing a smaller amount of heat to change the material temperature 
by 1 K. The Cp values   for chicken, beef, and fish were 4.34 kJ/kg K, 3.45 kJ/kg K, 
and 3.43 kJ/kg K, respectively (ASHRAE, 2014). Fish had the lowest Cp value among 
the three samples; therefore, the fish samples generally had the highest cooling rate. 
Fish muscles were very different from land animals such as cows and chickens. Fish 
muscles consisted of short fibers that were usually less than an inch long, arranged in 
layers called myotomes, which were separated by connective tissue called myosepta. 
This unique arrangement allowed the texture of the fish meat to be soft and easy to peel 
(Lampila, 1990). This kind of structure probably caused the fish to experience a decrease 
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in temperature more quickly during the cooling process. However, the difference in 
cooling rate between chicken and beef did not appear to be related to the Cp value, but 
both had lower cooling rates compared to the fish sample. 

The results of statistical analysis showed that the compressive force, type of meat, 
and the interaction of these two factors significantly influenced the cooling rate at the 
center, between the center and the surface, and the surface of the sample, both in the 
initial and subsequent periods, as well as the whole process (p<0.05). Based on the 
DMRT results, it was generally found that meat samples subjected to compressive 
force exhibited higher cooling rates compared to the control. Among the samples, fish 
consistently showed the highest cooling rate, with the effect becoming more pronounced 
at higher compressive forces.  

Final Sample Temperature

The final temperature of the sample, which could be achieved during the precooling 
process, was an important parameter for safe meat storage. In the precooling process, the 
desired final temperature was the temperature that was expected to be close to the storage 
temperature. As explained above, storage for meat and fish was generally recommended 
at a temperature of 4 oC (277 K) or less. Therefore, precooling using an ice medium that 
produced a final temperature close to this value or slightly lower would be better. 

Table 2 presents the final temperatures of the samples during the precooling process. 
It was observed that the final temperature of the samples was lower when a compressive 
force was applied compared to the control. Furthermore, the greater the compressive 
force, the lower the final temperature. The final temperature of chicken, beef, and fish 
samples decreased by 41.7 and 79.0%, 22.8 and 76.0%, and 56.8 and 85.7% compared to 
the control, respectively, for applying a compressive force of 980 and 1960 N. Statistical 

Table 2 
The final temperature of the samples in the precooling process

Sample Force (N) Ts (°C) Tb (°C) Tc (°C)

Chicken
0 6.39g 17.51de 18.51d

980 5.35e 7.99b 8.45b

1960 2.16b 2.60a 2.64a

Beef
0 7.63h 19.90e 21.40d

980 6.37fg 15.27cd 15.29c

1960 2.75c 3.46a 3.96a

Fish
0 6.36f 13.50c 15.27c

980 3.15d 5.74a 5.74ab

1960 1.04a 1.97a 2.96a

Note. Numbers followed by the same letter in the same column are not significantly different
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analysis revealed that compressive force, type of meat, and the interaction of these two 
factors significantly influenced the final temperature of Ts, Tb, and Tc in all samples (p<0.05). 
Based on the DMRT results, in general, it could be seen that the final temperature of 
meat samples varied according to the force applied. The final temperature values   were 
significantly different for different compressive forces in all meat samples. Fish samples 
were found to have the lowest final temperature value compared to chicken and beef. 
Furthermore, when applying a compressive force of 1960 N, the final temperature reached 
for the three samples was about the same in the range of 2°C. This was in accordance 
with the recommended storage requirements for meat and fish at a temperature of 4°C. 
Therefore, applying the compressive force of 1960 N in using a compressive plate-type 
cooling apparatus was a suitable choice for the precooling process of animal products for 
subsequent storage purposes.

CFD Simulation for Final Temperature

As mentioned earlier, in the precooling process for storage, the most critical factor is the 
final temperature reached by the sample material. Therefore, in this study, CFD simulations 
were used to predict the final temperature of Ts, Tb, and Tc of the samples. Various physical 
and thermal property parameters were required to run this simulation for the meat sample 
and the ice medium used. Table 3 shows the parameter values   used in the CFD simulation 
in this study.

The solver used in this simulation was the Reynolds-Averaged Navier-Stokes (RANS) 
equation with a pressure-based, transient flow model and steady-time approach. This 
method was chosen because, in many engineering applications, steady flow modeling 

Table 3 
Parameter values   used in the CFD simulation

Material Type Properties Values Sources
Crushed ice Solid Density (kg/m3)

Molecular weight (kg/kmol) 
Specific heat (J/kg.K) 
Thermal conductivity (W/m.K) 
Average diameter (mm)
Temperature (K)

920
18.0152
1006.43
0.6
5
271.8

Ballinger et al. (2011)
Fellows (2009) 
Vernier calipers
Thermocouple

Air Fluid Density (kg/m3) 
Specific heat (J/kg.K) 
Thermal conductivity (W/m.K) 
Temperature (K)

1.276
1006.43
0.0242
271.8

The Engineering ToolBox. 
(2003)
Thermocouple

Beef Solid Density (kg/m3) 
Specific heat (J/kg.K) 
Thermal conductivity (W/m.K) 
Dimension length × width × height (mm)
Initial temperature (K)

1033
3100
0.3
30×30×20
298.56

Hadfield (2019)
Fellows (2009) 
Vernier calipers
Thermocouple
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Figure 6. Temperature contour from CFD simulation 
for chicken meat sample: (a) without compressive 
force; (b) compressive force of 980 N; and (c) 
compressive force of 1960 N

(a)

(b)

(c)

Material Type Properties Values Sources
Chicken Solid Density (kg/m3) 

Specific heat (J/kg.K) 
Thermal conductivity (W/m.K) 
Dimension length × width × height (mm)
Initial temperature (K)

1021
3690
0.5
30×30×20
298.56

Siripon
Vernier calipers
Thermocouple

Fish Solid Density (kg/m3) 
Specific heat (J/kg.K) 
Thermal conductivity (W/m.K) 
Dimension length × width × height (mm)
Initial temperature (K)

1076
3740
0.4
30×30×20
298.56

Gulati & Datta, 2013; 
Laguerre et al., 2018
Vernier calipers
Thermocouple

Table 3 (continue)

using the RANS equation is a common 
practice. This approach was suitable for 
problems where the flow field operated 
in quasi-steady conditions and variations 
over time were relatively small (Mao et al., 
2020). The simulation time was designed 
to be the same as the actual time for the 
sample during the precooling process, 
which was 600 s. Figures 6, 7, and 8 show 
the final temperature contours of Ts, Tb, and 
Tc from the CFD simulation of the three 
samples at the end of precooling time, or 
600 s. These results showed that CFD was 
able to predict the final temperature of the 
three samples accurately. This indicated that 
the tools and selected properties effectively 
represented the heat transfer process during 
precooling. The movement of heat flow 
from the center to the surface and towards 
the cooling medium was clearly depicted, 
indicated by clearly graded colors. The 
higher the temperature of any zone of 
the sample, the redder the color, and the 
lower the temperature, the bluer the color. 
Mixed colors from the center of the sample 
towards the surface indicated a zone where 
the temperature was changing from high to 
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Figure 7. Temperature contour from CFD simulation 
for beef sample: (a) without compressive force; (b) 
compressive force of 980 N; and (c) compressive 
force of 1960 N

(a)

(b)

(c)

low. In the control treatment, the area with a reddish color, generally with a temperature 
of more than 280K (7°C), was the largest compared to the treatment with a compressive 
force of 980 or 1960 N in the three samples. 

The wider reddish color indicated that high temperatures still dominated the sample 
temperature. At a compressive force of 980 N, the area of   the reddish color became smaller, 
while the bluish and yellowish color at a temperature of around 275 K (2°C) to less than 280 
K (7°C) became wider. This showed that with the application of compressive force, areas 
with high temperatures would decrease, and areas with lower temperatures would expand. 
At a compression force of 1960 N, the area of   the reddish color at a high temperature 

(a)

(b)

(c)
Figure 8. Temperature contour from CFD simulation 
for fish sample: (a) without compressive force; (b) 
compressive force of 980 N; and (c) compressive 
force of 1960 N
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became smaller or disappeared, while the bluish color at a temperature of around 275K 
(2°C) became wider. This confirmed that the low-temperature area would dominate with 
a higher compressive force, indicating that the sample had a low temperature.

Table 4 presents a comparison of the final temperature of Ts, Tb, and Tc   between the 
measurement and simulation results of the three samples, along with the R2, RMSE, and 
MAPE values. In general, it could be seen that quite high R2 values,   accompanied by low 
RMSE and MAPE, were found at almost all measurement points and all samples tested. 
Overall, the predicted temperature for all measurement positions had an average R2 
value of 0.82, RMSE of 0.28, and MAPE of 2.33%. These results demonstrated that CFD 

Table 4 
Comparison of the final temperature of the sample from measurement and simulation, along with R2, RMSE, 
and MAPE values

Sample Measurement 
position Measured Simulated R2 RMSE MAPE 

Chicken (0 N)
Ts 279.39 272.58 0.69 0.44 3.39
Tb 290.51 286.29 0.91 0.50 3.81
Tc 291.51 282.47 0.94 0.28 1.85

Chicken (980 N)
Ts 278.35 273.26 0.93 0.29 2.28
Tb 280.99 273.61 0.70 0.47 2.91
Tc 281.45 282.90 0.95 0.12 0.91

Chicken (1960 N)
Ts 275.16 272.34 0.79 0.24 1.95
Tb 275.60 273.48 0.87 0.15 2.26
Tc 275.64 281.71 0.89 0.19 3.22

Beef (0 N)
Ts 280.63 279.07 0.94 0.06 0.40
Tb 292.90 280.01 0.89 0.05 1.07
Tc 294.40 289.00 0.96 0.14 0.42

Beef (980 N)
Ts 279.37 273.15 0.82 0.20 1.78
Tb 288.27 274.36 0.61 0.36 3.01
Tc 288.29 289.43 0.86 0.48 3.93

Beef (1960 N)
Ts 275.75 272.44 0.51 0.29 2.37
Tb 276.46 274.49 0.73 0.21 1.69
Tc 276.96 288.39 0.85 0.55 4.75

Fish (0 N)
Ts 279.36 272.26 0.78 0.29 2.26
Tb 286.5 274.77 0.73 0.42 3.85
Tc 288.27 278.68 0.98 0.06 0.33

Fish (980 N)
Ts 276.15 272.58 0.85 0.19 2.53
Tb 278.74 272.81 0.68 0.38 3.11
Tc 278.74 278.97 0.88 0.30 1.64

Fish (1960 N)
Ts 274.04 272.11 0.77 0.26 2.15
Tb 274.97 272.91 0.80 0.17 1.38
Tc 275.96 277.98 0.84 0.45 3.72
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accurately predicted the sample temperatures during the precooling process, reinforcing 
earlier findings. CFD has proven to be a valuable tool for the food processing industry in 
various fields (Anandharamakrishnan et al., 2009; Bhargava et al., 2021; Oyinloye & Yoon, 
2021; Padhi, 2020; Park & Yoon, 2018; Szpicer et al., 2023; Xia & Sun, 2002). There was 
a slightly greater deviation, especially for the final temperature at the surface position. 
The movement of the ice medium during compression allowed the temperature on the 
surface of the sample to become unstable. Kuffi et al. (2016) stated that the temperature 
prediction results using CFD were in accordance with the temperature profile measured at 
various positions on the beef carcass, with very good predictions in the deep rear position 
compared to the near-surface position.

CONCLUSION

It was found that compressive force, meat type, and their interaction significantly influenced 
the cooling rate and final temperature at all measurement positions for all sample types 
(p<0.05). Applying a compressive force in the precooling process sped up temperature 
reduction and increased the cooling rate of the sample. 

At the initial period of the precooling process, the cooling rate reached the highest value 
and increased consistently. This period best represented the effect of applying compressive 
forces in the precooling process. In this initial period, the average cooling rate of chicken 
meat increased by 169.2% and 391.0% compared to the control for compressive forces of 
980 N and 1960 N, respectively. Meanwhile, the cooling rate of beef increased by 113.1% 
and 268.3%, and the cooling rate of fish increased by 60.7% and 274.2%. 

The final temperature of chicken, beef, and fish samples decreased by 41.7% and 
79.0%, 22.8% and 76.0%, and 56.8% and 85.7%, respectively, compared to the control 
when applying a compressive force of 980 N and 1960 N. CFD simulations could accurately 
predict the final temperature of the samples in the precooling process, with an average R² 
value of 0.82, RMSE of 0.28, and MAPE of 2.33%. 
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ABSTRACT

The prevalent saying that an apple a day keeps the doctor away may have much merit because of its 
valuable minerals, vitamins and antioxidant contents that benefit humans. However, because of the 
circulating news of apples being adulterated with formalin in Bangladesh, a considerable number of 
people are discouraged from consuming them. The research investigates the effect of formalin on the 
shelf life of apples. In this research, we have adulterated apples with three different concentrations 
(20%, 30%, 40%) of formalin and use three different methods to study the presence of formalin on 
the surface of the apples: (1) spectrophotometry, (2) a formalin test kit developed by the Bangladesh 
Council of Scientific and Industrial Research (BCSIR), and (3) an MS1100 gas sensor that functions 
as an E-nose. The test kit detection and spectrophotometry enabled the detection of the presence 
and the concentration of formalin on the apple, respectively. The E-nose is able to deduce the decay 
profile of formalin on the surface of the apples. The measurements showed the emission of formalin 
drops to their natural or pure form after approximately 30 hours. Formalin does not improve the shelf 
life of apples, and visibly, it arguably makes them appear less fresh. The phenomenon has also been 
explained by theory, which states that formalin primarily affects foods with relatively high protein 
content. Hence, shopkeepers who presumably use formalin do not benefit from its application.

Keywords: Food adulteration, formaldehyde, formalin, nutritional quality, shelf life

INTRODUCTION

It has been reported that over the last decade, 
food adulteration and contamination with 
harmful chemicals have been practiced 
extensively and have consequently become 
a concerning issue in Bangladesh (Dey & 
Nagababu, 2022; Kamruzzaman, 2016; 
Headlines and Global News, 2014). Use of 
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harmful colors, wax-coated fruit (Guo, 1994), Calcium carbide-based artificial ripening 
(Bini et al., 2019; Nura et al., 2018; Essien et al., 2018), pesticide residues (Ahmad et 
al., 2024), and formalin-based fruit preservation (Protano et al., 2021) are all different 
methods of food adulteration. Not all the methods are harmful, provided they are used 
in controlled amounts and with caution. However, it has become a matter of concern 
in Bangladesh, and the news of the harmful effects of food adulteration is widespread. 
According to the news, features and articles published in numerous newspapers and other 
mass media over the past decade have become a deadly worrying concern in Bangladesh. 
Based on a survey conducted in 2004 by the City Corporation, over 76% of the food 
items were found adulterated at varied levels, ranging from 70% to 90% (Rahman et al., 
2015). As per a government official statistic, about 50% of the food samples tested by 
the Institute of Public Health from 2001 to 2009 were adulterated (Directorate General 
of Health Services, 2012). 

Consumption of adulterated food has caused numerous deaths as well (Ali, 2013a; 
Ali, 2013b)—lack of storage and refrigeration, loose regulatory controls. Inadequate 
transportation infrastructure and rising consumer demand fuel the tendency to use fraudulent 
methods to increase shelf life (United Nations, 2007). In Reza et al. (2023), research was 
conducted on various fruits, in which the impact of formalin on the post-harvest quality 
and nutritive properties has been investigated. Machine Learning (ML) has been utilized 
to detect formalin in fruits by Brighty et al. (2021). For the last 30 years, more than 1582 
publications have been published regarding formaldehyde in food, signifying the importance 
of the scientific findings (Rahman et al., 2023). In recent years, extensive research has been 
conducted on the development of formaldehyde detection sensors, further emphasizing the 
relevance of the topic (Fan et al., 2024; Yang et al., 2024; Zhang et al., 2023).

Among the wide variety of adulterants, formalin is the most famous in Bangladesh. 
Formalin, which is a colorless, 37%–50% aqueous solution of formaldehyde, is reported 
to be frivolously used in foods in Bangladesh and Southeast Asian countries (Kawamata 
& Kodera, 2004; Uddin et al., 2011). Formaldehyde is a naturally occurring substance 
composed of carbon, hydrogen and oxygen (CH2O) (American Chemistry Council, 
2025). It is produced naturally by the human body, and fruits and vegetables are produced 
in low amounts. Formaldehyde is also manufactured industrially since it is applied in 
various sectors, such as wood products, cosmetics, adhesives, plastics, nail hardeners, 
and disinfectants (International Agency for Research on Cancer, 2006). However, in 2004, 
formaldehyde was classified as carcinogenic to humans (International Agency for Research 
on Cancer, 2004). Formaldehyde is deadly harmful if inhaled above 300 ppm and ingested 
above 30 mL (American Chemistry Council, 2025; National Center for Biotechnology 
Information, 1999). However, it is metabolized rapidly at lower levels, converted to carbon 
dioxide, and exhaled. 
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In Bangladesh, everyone from producers to wholesalers is accused of illegally applying 
formalin to increase the shelf life of fruits and vegetables (Huda, 2025; Tamanna, 2024; 
Mohiuddin, 2019). Tons of food have been destroyed due to the detection of formaldehyde 
by the mobile court, as reported in the mass media, without scientifically validating whether 
the level is in the permissible range. The presence of formalin was detected using handheld 
detectors (Z-300) with a concentration range of 1–30 ppm (Alam, 2013; The Daily Star, 
2014). Formaldehyde is emitted naturally: 6–20 mg/kg in meat and fish, 3–60 mg/kg in 
various fruits and vegetables, and 1 mg/kg in dairy products (World Health Organization, 
2000). According to the European Food Safety Authority (EFSA), the maximum allowable 
exposure to formaldehyde from food of both animal and plant origin is 100 mg/kg food 
per day. If the natural level of formaldehyde emission is not considered, all food may be 
adulterated.

Fruits are a source of valuable minerals, vitamins and fiber. Fruits and vegetables 
are inevitable components of a healthy diet. Since no fruit or vegetable provides all the 
nutrients, variety is more important than quantity. Consumers are left uncertain whether their 
fruit is nutritious or potentially harmful. According to the U.S. Environmental Protection 
Agency, the permissible limit of average daily exposure to formaldehyde is 0.75 ppm (Jia 
et al., 2024). Theoretically, formaldehyde can only help extend the shelf life of foods with 
high protein content. Hence, formaldehyde is ineffective on fruits and vegetables since 
they generally have low protein content (Kiernan, 2000). 

Table 1 depicts that most fruits emit a certain level of formaldehyde, and the value 
calibration is necessary in case of any adulteration calculation. If we go to the supermarket 
and take measurements with gas sensors, it will detect formaldehyde, but if it does not 
exceed the natural level, then there is nothing to worry about. As mentioned earlier, formalin 
is a 37%–50% aqueous formaldehyde solution. 

Table 1
Naturally occurring formaldehyde from few fruits 
(Brighty et al., 2021)

Fruit Name Naturally Occurring 
Formaldehyde (ppm)

Apple 6.3–22.3
Apricot 9.5
Banana 16.3
Cucumber 2.3–3.7
Grape 22.4
Pear 38.7–60
Plum 11.2
Tomato 5.7–13.3
Watermelon 9.2

When we observe the reaction of 
formalin with protein, two particular 
reactions will happen. Firstly, the formation 
of Schiff Base. Secondly, the exact process 
of crosslinking relations between DNA 
using formaldehyde and proteins. This 
process leads to the formation of covalent 
bonds between proteins and DNA, altering 
their structure and potentially affecting their 
function. How effectively formalin can 
act as a preservative depends most on the 
proportion of protein content constituting 
the object that needs to be preserved. 
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For a very long time, preservatives have been utilized to resist autolysis and 
putrefaction. The preservative basically reacts with cadaveric tissue to form an inert 
product preservative; formalin is commonly used commercially (Wojdyło et al., 2008). 
The formaldehyde interlinks adjacent proteins by inserting a methylene bridge (-CH2-) 
between the nitrogen in the amino groups. Hence, the protein is converted into a complex 
molecular crosslinked lattice structure, which is no longer susceptible to serving as food 
for bacteria or a substrate for enzymes (Wojdyło et al., 2008; The Nutrition Source, 2024). 
The above-mentioned process depicts a 2-step reaction that results in the Lysine residue 
of protein and Guanine Base of DNA. 

From Table 2, it can be observed that the percentage of protein in an Apple is around 
1%. Apples are widely consumed around the world due to their natural ability to combat 
diseases and their accessibility (Wojodylo et al., 2008). It is a very good source of fiber, 
phytochemicals, and vitamin C (The Nutrition Source, 2024). Apples are also rich in pectin 
and quercetin, both of which provide considerable health benefits. Quercetin acts as an 
antioxidant and has anti-inflammatory effects. Pectin, a soluble fiber, assists in resisting 
constipation, LDL “bad” cholesterol, and when fermented in the colon by beneficial 
bacteria, can help prevent chronic diseases such as certain cancers and bowel disorders.

Several studies have been conducted on the detection of formaldehyde over the years. 
Such as, in one of the papers, the detection of formalin is obtained by machine learning 
and a gas sensor (Brighty et al., 2021). However, since formalin is a colorless volatile 
liquid, detection by image processing should have been unrealistically difficult. In Antora 
et al. (2018), mango, litchi, and mushroom were treated with different concentrations of 
formaldehyde solutions, and the color, texture and weight loss were observed. It was observed 
from the research that formaldehyde does not improve post-harvest quality or shelf life 
(Antora et al., 2018). A variety of fruit, vegetable, milk, chicken, mutton, and meat samples 
were tested for naturally occurring formaldehyde (Nowshad et al., 2018). Not much work has 
been done on how effectively formaldehyde can improve the shelf life of fruits, even though 
the news of its application is circulating in the mass media in Bangladesh.

This research work demonstrated a systematic formalin detection process and measured 
the formalin application concentration on fruits. Formalin of different concentrations (20%, 

Table 2
Nutrients that are present in a medium-sized apple 
(The Nutrition Source, 2024)

Components In Medium Apple (in g) 
Calories 95
Fat 0
Protein 1
Sugar 19

30%, and 40%) was applied to apples. The 
longevity of the existence of formaldehyde 
was detected using an E-Nose (Datasheet4U, 
2025; Baldwin et al., 2011). The validity 
of the readings at different stages has 
been ensured by the spectrophotometry 
and BCSIR KIT (Bangladesh Council of 
Scientific and Industrial Research, 2023). 
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The research portrays a systematic approach to how formaldehyde can be tested and 
also validates that the E-Nose is a reliable and cheap method of detecting formaldehyde. 
Moreover, the decay period of formaldehyde has been deduced, and the hypothesis that 
formalin is not useful for increasing shelf life has been established. It is expected that the 
findings of the paper will provide actual information to researchers and consumers about 
the rumors surrounding formalin implementation.

Figure 1. Bangladesh Council of Scientific and 
Industrial Research (BCSIR) kit for food formalin 
detection

MATERIALS AND METHODOLOGY

Chemical Test Kit for Formalin 
Detection

In order to examine the existence of 
formalin, a Bangladesh Council of Scientific 
and Industrial Research (BCSIR) kit for 
food formalin detection was used (Islam et 
al., 2015). The kit comes with three different 
reagents, as shown in Figure 1. Fifteeen 
drops of each reagent are poured into the 
test sample, one by one. After reagent-1 is 
added, the solution should be stirred well and allowed to wait 30 seconds each time. The 
same test tube was then filled with 15 drops of reagent 2. The solution is left to stand for 
30 seconds after being thoroughly stirred. Finally, the third reagent is added, stirring the 
solution for 30 seconds. Color changes can be observed during the process. After the third 
reagent is added, the color turns pinkish to reddish brown if the solution is contaminated 
with formaldehyde (Islam et al., 2015; Uddin et al., 2011). However, the sample does not 
contain formalin if the solution’s color does not change.

Spectrophotometer GENESYS-10S 

The GENESYS-10S Spectrophotometer was used in this experiment to measure the 
absorbance of light in samples of solution containing different concentrations of formaldehyde 
(Figure 2). Ultraviolet-visible (UV-Vis) spectroscopy is a method of measuring the amount 
of light that is absorbed and scattered by any material once placed inside a thermal 
spectrophotometer. The amount of light is called the extinction, the total of absorbed and 
scattered light. The most basic method involves placing a sample between a light source and 
a photodetector and measuring the light beam’s intensity before and after it passes through 
the sample. These values are compared at each wavelength to quantify the wavelength-
dependent extinction spectrum of the sample. Usually, the absorbance data is compared against 
wavelength. A 500–700 nm wavelength range is used for detecting formaldehyde (Nag et 
al., 2021). Each spectrum is background corrected using a blank, basically, a cuvette filled 
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Figure 3. MS1100 gas sensor

can absorb light (Nurjayadi et al., 2021). It states that A = εlc, where A is absorbance, ε is 
the molar extinction coefficient, c is the concentration, and l is the path length (Mäntele 
& Deniz, 2017). This formula can calculate the formaldehyde concentration using the 
absorbance values obtained from the GENESYS-10S Spectrophotometer. 

Electronic Nose Sensor

The MS1100 Gas Sensor (E-nose) module is a semiconductor-type sensor used to detect the 
concentration of formaldehyde in a closed environment (Figure 3). It has a detection range 
of 0–1000 ppm for gas detection and can identify a variety of volatile organic compounds 
(VOCs), such as formaldehyde, toluene, benzene, and organic solvents (Thermo Scientific, 

Sample Selection

Around 30 apples were collected from the local markets of Dhaka as test samples for this 
research. Uniformly ripe samples of the same type, free of any sort of deformation or 
bruises, were selected. This ensures that the naturally produced formalin will be at identical 
levels because its emission varies with color and breed (Nowshad et al., 2018).

Purity Test

It has been observed that MS1100 gave a reading of 40–47 ppm in room conditions. 
When the sensor is brought near an apple, the reading increases to a value ranging from 
52–65 ppm, which agrees with the natural emission value (Brighty et al., 2021; Nowshad 

2010; Nurjayadi et al., 2021). This device can detect 
gases over 0.1 ppm and has high sensitivity and stability 
(Mäntele & Deniz, 2017). The output voltage obtained 
is proportional to the concentration of gas. The sensor 
finds its application in indoor air quality monitoring, 
environment monitoring, HVAC systems, smart homes 
and safety security systems.

Figure 2. GENESYS-10S Spectrophotometer

with the dispersing medium to ensure that the 
sample spectrum does not contain solvent-
related spectral characteristics (Instrument 
Center, 2018; Thermo Scientific, 2010). This 
experiment used a sample of distilled water 
and a test kiwereere as a reference dispersing 
medium. 

Beer-Lambert’s law can then be applied, 
which describes light intensity as it travels 
through a material containing chemicals that 
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et al., 2018). Purity tests on apples were performed using three different methods: (1) 
spectrophotometry, (2) formalin test kit, and (3) MS1100 gas sensor. 

First, formalin was detected using the MS1100 sensor to see if the formaldehyde 
emission was more than natural. Then, the apples were placed in distilled water for 30 
minutes, and 2.5 mL solutions were taken from them. The solution was added with the 
reagents from the test kit to observe the color change for formaldehyde detection. Third, 
the samples were tested with the spectrophotometer to determine the concentration. 

Sample Preparation

First, three different concentrations (20%, 30%, 40%) of formaldehyde were prepared, as 
shown in Figure 4. Two apples were rinsed with the 20% formalin solution and kept dry. 

The other apple was kept in distilled water for 10 minutes. The solution was preserved 
in a test tube for further testing with the Bangladesh Council of Scientific and Industrial 
Research (BCSIR) food formalin detection kit. This apple was dried and placed into another 
zipper bag (Figure 6). The process was repeated with three different concentrations (20%, 

Figure 4. Methodology of the entire process, from the application of formalin on the apple to the detection
One of the apples was placed inside a zipper bag to test with the E-nose sensor as a sample containing directly 
applied formalin, as shown in Figure 5

Test for Purity

Test kit to detect formalin 
and also use as reagent

2.5 ml sample
1. Distilled water
2. Solution of formalin rinsed apple
3. Different concentration of formalin
4. Solution of formalin rinsed apple

after 30 hours

Apple bought from local market Different concentration of formalin (20%, 30%, 40%)

Apples rinsed with different 
concentration of formalin

Using Thermal 
Spectrophotometer to measure 

concentration of formalin

Sensor values were observed at 
tow hours intervals

Cotton wool with different 
concentrations of formalin

Apples with different 
concentrations of formalin

Apples soaked in water after 
applying different concentrations 

of formalin

Figure 2. GENESYS-10S Spectrophotometer
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Figure 5. Detection of formalin through MS1100 Figure 6. Application of different concentrations of 
formalin on apples

30%, and 40% of formalin) as shown in Figures 7 and 8. Two different apples were taken 
each time for different concentrations.

In order to facilitate the understanding of the methodology, we have labeled the solution 
samples in Table 3. 

As mentioned in Table 3, we tested with 20%, 30% and 40% formalin solutions (4, 
5 and 6). We also prepared solutions 1, 2, and 3, which are distilled water solutions used 
to soak apples that had already been rinsed with either solution 4, solution 5, or solution 
6. All the solutions mentioned in Table 3 were tested with a BCSIR kit to examine the 
presence of formalin. The blank solution was tested with the kit to act as the control 
sample. The process involved collecting samples of 2.5 ml solutions and sequentially 
adding reagents 1, 2, and 3. At first, 15 drops of reagent 1 were poured into the solution 
and shaken for 30 seconds. Color changes were carefully noticed during the process. 
Sequentially, 15 drops of reagent 2 were added, and the solution was shaken for 30 
seconds. Then, finally, 15 drops of reagent 3 were added, and the solution was shaken 
in the same manner. After the third reagent is added, the color change is observed to 

Figure 7. Apple is placed inside a zipper bag Figure 8. Application of BCSIR kit solutions on 
test solutions
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check if the solution was contaminated with formaldehyde. Noticeable color changes 
from pinkish to reddish brown were observed and noted. The color change confirms the 
presence of formalin.

Then, the spectrometer GENESYS-10S was used to detect the change in absorption 
and find out the concentration of formalin. For spectrophotometry, we require a reagent 
that will change the color of the solution upon reacting with formaldehyde. Thus, all 
the different solutions in which test kit reagents were previously added were applied 
to a spectrophotometer. Later on, changes in concentration of the formaldehyde were 
measured by using Beer-Lambert’s law, A= εlc, where A is absorbance, ε is the molar 
extinction coefficient, c is the concentration, and l is the path length. A wavelength 
of 568.5nm was used to measure the change in absorbance. Five samples were tested 
at a time. 

In parallel to the spectrophotometric analysis, the apples that were kept in zipper 
bags were examined to observe the presence of formalin over a duration of 30 hours, as 

Table 3
Analysis of constituent solutions and formalin-treated apple solutions

Solution Name Constituent
Blank Solution Distilled water
Solution 1 The solution from distilled water in which the 20% formalin rinsed apple was soaked
Solution 2 The solution from distilled water in which the 30% formalin rinsed apple was soaked
Solution 3 The solution from distilled water in which the 40% formalin rinsed apple was soaked
Solution 4 20% formalin solution
Solution 5 30% formalin solution
Solution 6 40% formalin solution

Figure 9. Apple samples were 
rinsed with different concentrations 
of formalin and rubbed with a 
cotton tester after 30 hours

the readings stabilized after this period (Figure 9), so that 
a decay profile of the formalin can be observed. The data 
inputs were taken at every two-hour interval using the 
E-nose sensor. The sensor was kept on for 2 minutes to 
measure the input each time to reach a steady value, and the 
room condition readings were noted. After getting a stable 
reading, the zip of the zipper bag was opened slightly, and 
the sensor was kept inside the bag, near the apple, and new 
readings were recorded.

In addition to apples, cotton swabs containing soaked 
formalin samples of different concentrations (solutions 
4, 5, and 6) were also placed in zipper bags. The sensor 
readings were noted for 30 hours. Eventually, decay graphs 
of formaldehyde were produced with the data collected.
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As shown in Figure 9, the surface of the apples was rubbed with a cotton tester and 
dipped into 3 mL of distilled water to measure the existence of formaldehyde after 30 hours 
of storage. After 10 minutes, 2.5 mL samples were taken in a test tube, and the kit test was 
again performed. Another round of spectrophotometry was conducted with the same blank 
sample to get the absorbance and, eventually, the concentration.

RESULT AND ANALYSIS 

Results Graphs Obtained from E-nose Sensor

As stated, the E-nose sensor reading in room conditions varied from 40 to 47 ppm, and the 
pure apple formaldehyde reading ranged from 6 to 23 ppm. So, at room conditions, in the 
presence of a pure apple, the readings are around 60–70 ppm. Figure 10 depicts how the 
reading of the MS-1100 sensor varied at regular time intervals when cotton swabs were 
soaked with formalin solution of different concentrations (solutions 4, 5, and 6). Results 
indicate that sensor values became constant after 18–20 hours in the three cases. In order 
to get a constant value, multiple readings were taken from the sensor until a constant value 
was reached. It takes around 2–3 minutes to reach a constant reading. A gradual decline 
in the sensor reading can be observed in each of the three cases. Cotton swabs with 20% 
formalin solution had readings gradually declining from 465 ppm to 315 ppm, whereas 
the readings decreased from 495 ppm to 345 ppm in the case of 30% formalin. Finally, 
as expected, the highest reading was observed in the case of 40% formalin, the variation 
being from 540 ppm to 412 ppm. The results clearly show that higher concentrations of 
formaldehyde solution lead to greater releases of formaldehyde gas, as detected by the 

Figure 10. Sensor data from the E-nose sensor detecting formaldehyde in the cotton sample
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sensor. This occurs because formaldehyde is a volatile organic compound (VOC), which 
easily evaporates from the solution and becomes a gas at normal temperatures (Li et al., 
2023; Ali et al., 2020; Minnesota Department of Health, 2024).

Figure 11 shows how the readings of the E-nose sensor varied when apples rinsed with 
different concentrations of formalin (solutions 4, 5, and 6) were inserted in zipper bags. 
While the readings were taken every 2-hour intervals, the trend shows an exponential 
decline, becoming almost equal to room conditions at around 23–24 hours. This explains 
that formalin sprayed on a fruit like an apple stays on the surface level of the apple for a 
maximum period of 23–24 hours. The lower the concentration of formalin, the lower the 
time it takes for the reading to level off. Apples that contain formalin concentrations of 
40%, 30% and 20% took around 23 hours, 20 hours, and 15 hours, respectively, highlighting 
the fact that higher concentrations of formalin usually level off at a faster rate, indicating a 
higher amount of release of formaldehyde gases. This data also means that it is impossible 
to detect the presence of formalin via sensors after 25 hours have elapsed, as the readings 
become very close to room condition values. 

Figure 12 shows how the reading varied in the case of apples soaked in distilled 
water after rinsing with formalin solution (solutions 1, 2, and 3). This is done to imitate 
the fact that several shopkeepers soak formalin-adulterated apples in water for some time 
before selling them (Panghal et al., 2018). Graphs show the gradual decline and level off 
within 15 hours in all three different cases. After 30 hours, all the readings reached very 
close to the room condition readings. What can be noted is that the formalin level at the 
surface almost neutralizes to zero around 20 hours, thus invalidating the fact that formalin 
enhances shelf life. 

Figure 11. Sensor readings of the E-nose sensor when apples were rinsed with formalin
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Color Testing Reagent (BCSIR kit)

Figure 13 shows that the test kit from BCSIR 
showed slight color variance depending 
on the concentration of formalin present 
in the solution. The color observed varied 
from pale-yellowish to reddish-brown 
with increasing concentrations of formalin 
present in the solution, as shown in Table 
4. As expected, the blank solution (distilled 
water) was pale yellow. A yellow solution 

Figure 12. Sensor readings of the E-nose sensor for apples soaked in water after rinsing with formalin 
solution

Table 4 
The color observed with the BCSIR kit

Solution Name Constituent Color Observed with BCSIR kit
Blank Solution Distilled water Pale-yellow
Solution 1 The solution from distilled water in which the 

20% formalin-rinsed apple was soaked
Yellow

Solution 2 The solution from distilled water in which the 
30% formalin-rinsed apple was soaked

Golden yellow

Solution 3 The solution from distilled water in which a 40% 
formalin-rinsed apple was soaked

Golden yellow

Solution 4 20% formalin solution Deep golden yellow
Solution 5 30% formalin solution Reddish brown
Solution 6 40% formalin Solution Reddish brown

Figure 13. Different colors were observed when the 
test kit was applied to the solutions
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was observed in the case of solutions of distilled water in which a 20% formalin-rinsed 
apple was soaked (solution 1). A golden yellow color was observed in solutions of distilled 
water in which 30% and 40% formalin rinsed apples were soaked (solutions 2 and 3). Deep 
golden yellow and reddish brown color was observed for 20%, 30 %, and 40% concentration 
solutions of formalin (solutions 4, 5, and 6).

Concentration and Absorbance from Spectrophotometer

Thermal spectrophotometric measurements show an upward trend in absorbance value, 
highlighting the fact that higher concentrations of formalin result in higher values of 
absorbance, in accordance with Beer-Lambert’s law, A= εlc, where A is absorbance, ε is 
the molar extinction coefficient, c is the concentration, and l is the path length.

One factor that influences a sample’s absorbance is its concentration. Since the amount 
of light absorbed depends on the number of molecules it interacts with, more radiation 
should be absorbed as the concentration rises. Hence, there is a direct proportionality 
between the concentration and absorbance, as shown in Table 5.

The concentration of the sample containing 20% formalin and distilled water was 38 
M. The concentration value for 40% formalin and distilled water was 538 M. The sample 
consisting of 40% formalin had the highest absorbance and concentration values, 0.448 A 
and 17230 M, respectively.  

As already mentioned above, spectrophotometry was also carried out with apples that 
were stored for 30 hours after being rinsed with solutions 1, 2, 3, 4, 5, and 6. The surface of 
the apple was rubbed with a cotton swab, and then the cotton swab was soaked in distilled 
water. The sample was then tested with the BCSIR kit and spectrophotometry. The results 
were very close to the results we got for the blank solution, indicating that the level of 
formalin on the surface has almost dropped to zero. 

Table 5
Concentration and absorbance measurements from the spectrophotometer

Spectrophotometry Measurements Spectrophotometer 
Absorbance Value at 568.5 nm

Concentration 
(M)

Distilled water -0.006A 230.7692308
20% Formalin Apple + Distilled water 0.001A 38.46153846
30% Formalin Apple + Distilled water 0.004A 153.4615385
40% Formalin Apple + Distilled water 0.014A 538.4615385
20% Formalin 0.101A 3884.615385
30% Formalin 0.176A 6769.230769
40% Formalin 0.448A 17230.76923
Apples were rinsed with solutions 1–6 (stored for 30 
hours) and rubbed with a cotton swab. Consequently, 
the swab was soaked in distilled water.

0.0053A-0.0059A 203.8461538-
226.923076
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Samples of Apples After 30 Hours

The samples were observed after 30 hours 
(Figure 14). The left column consists of 
apples to which no formalin was added, and 
the right column consists of apples to which 
artificial formalin was added.

As we can see, the texture of the 
apples where formalin was added is more 
porous than those in which nothing was 
added. The skin texture also looks a bit 
dull. The dullness can be attributed to 
formaldehyde crosslinking cellulose, which 
weakens structural integrity and modifies 
pectin, leading to altered cell wall porosity 
(Altartouri et al., 2019; Marsh, 2008). 
Certainly, this does not make formalin-
applied apples look fresher than non-applied 
apples, which agrees with the findings of 
Antora et al. (2018). Since, after 30 hours, 
the formalin level on the surface of apples 
almost declines to natural levels, formalin 
cannot achieve the desired or the speculated 
objective, that is, to increase the shelf life of 

Figure 14. Comparison of physical observations of 
untreated and formalin-treated apples after 30 hours
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apples. The findings align with those of previous studies conducted by Reza et al. (2023). 
From our investigation, we have observed that several studies have been conducted on 
detecting formalin with varied methods. However, little work has been done on how it 
generally affects the shelf life of apples or fruits.

The shelf life of fruits can be assessed using various methods that primarily focus 
on physical, chemical, microbiological, and sensory changes over time (Wertalik, 2024). 
Physical evaluation includes texture, color, and weight loss of the fruits. Chemical-based 
shelf life stability is attained by monitoring the nutrient degradation, sugar content and 
pH shifts. Microbiological assessments identify the spoilage organisms and pathogens, 
ensuring food safety. The sensory evaluation of fruit encompasses various attributes, 
including appearance, texture, taste, and aroma, which play a crucial role in consumer 
satisfaction (Lozano & Echeverria, 2022). Also, AI-driven tools have been used recently. 
In our research, we have employed chemical and sensory evaluation for formalin 
detection.
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CONCLUSION

In this research, we have added formalin of three different concentrations (20%, 30%, 
40%) to apples. The presence of formalin on the surface of the apples was studied using 
three different methods: (1) spectrophotometry, (2) a formalin test kit developed by the 
Bangladesh Council of Scientific and Industrial Research (BCSIR), and (3) an MS1100 
gas sensor. Formalin’s presence and concentration on the apple were detected using 
spectrophotometry and test kit detection. The MS1100 sensor can infer the formalin decay 
profile on the apple’s surface.  

Measurements with varying concentrations of formaldehyde applied to cotton showed 
significantly high emissions after 30 hours. However, in the case of apples rinsed with 
formalin for the same period, the readings revealed that the formalin level had dropped 
drastically to its natural state of 60–70 ppm. From the research, it can be stated that formalin 
does not improve the shelf life of apples and, in fact, it decreases the freshness of the 
fruit. Since formalin is able to preserve objects or bodies with higher protein content, the 
conclusion aligns with the theory, as apple has only 1% protein. In pursuit of concluding this 
observation, we have used three methods of formaldehyde detection. The methods include 
the MS1100 sensor working as an E-nose, the BCSIR test Kit, and spectrophotometry. 
It can be concluded that the results attained through the E-nose matched the results of 
the test kit and the spectrophotometry. These results confirm that the E-nose (MS1100) 
can detect formaldehyde effectively and effortlessly. Alternate typical detection methods 
include formaldehyde BCSIR kit, test strip, reagent paper, portable spectrophotometers, 
immunoassays, and fluorescence. 

However, the drawbacks of these methods are that they require considerable time 
and are complex for consumers to use. In contrast, the E-nose offers a simple, easy-
to-implement, reusable solution and fast detection time. However, using it to detect 
formaldehyde application on fruits will not work since the formaldehyde loses its existence 
after a few days. It will only detect the emission of naturally produced formaldehyde 
from the apple. Nevertheless, even though the apple stopped emitting formalin at a level 
above the natural level after 30 hours, the cotton wool kept on emitting formaldehyde. 
This indicates that formaldehyde reacts with apples somehow, which could be a topic for 
further research. The experiments also established that putting the apples for 30 minutes 
in water can significantly remove the presence of formaldehyde on apples.
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ABSTRACT
The genetic diversity of ancient tea plants is a crucial natural resource that helps understand plant 
evolution, diversification, and domestication. However, northern Vietnam’s genetic diversity 
of natural ancient tea populations remains unclear. This study investigated the morphological, 
genetic, and population structure diversity of ancient Shan tea (Camellia sinensis var. assamica) 

genotypes across Lao Cai, Yen Bai, and Ha Giang 
provinces in northern Vietnam. Nineteen tree 
stems, leaves, and shoots morphological traits 
were analyzed, revealing significant leaf size, 
bud characteristics, and trunk circumference 
variability. Principal Component Analysis 
identified key morphological traits contributing 
to diversity, particularly leaf length, bud length, 
and shoot weight, with distinct groupings 
among the tea plants. Genetic profiling using 
ISSR markers amplified 96 bands, with 94 
showing polymorphic characteristics, indicating 
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a high level of genetic diversity. ANOVA revealed that 88% of the genetic variance occurs within 
populations, further supported by UPGMA clustering and Principal Coordinates Analysis, 
highlighting the genetic distinctions and similarities among the three tea populations. The 
study concludes that the morphological and genetic diversity of Shan tea is influenced by eco-
geographical factors, underscoring the need for conservation efforts to preserve these valuable 
germplasm resources for future breeding and research.

Keywords: Ancient Shan tea, eco-geographical regions, ISSR marker, morphological, Northern Vietnam

INTRODUCTION

Camellia sinensis (L.) O. Kuntze, a member of the Theaceae family, is a globally 
important crop cultivated in over 52 countries, with China and India leading in production 
(Chen & Chen, 2012; FAOSTAT, 2023). The species includes several varieties, notably 
C. sinensis var. sinensis and C. sinensis var. assamica, both extensively used in tea 
cultivation (Meegahakumbura et al., 2017). Believed to have been domesticated in 
southwest China around 3000 BCE (Wambulwa et al., 2017), tea plants have adapted 
to a range of environmental conditions, flourishing in humid, tropical, and subtropical 
regions with acidic, well-drained soils (Ahmed & Stepp, 2025; Xia et al., 2020). In 
Vietnam, the ancient Shan tea, classified as C. sinensis var. assamica, is primarily found 
in the high mountainous areas of Son La, Ha Giang, Yen Bai, and Lao Cai provinces. 
Renowned for its large leaves and distinctive biochemical profile, this variety is highly 
valued for its tea production (Liu et al., 2017; Xia et al., 2017). Preserving ancient 
Shan tea is crucial, as it represents a unique genetic resource essential for maintaining 
biodiversity, supporting sustainable cultivation, and preventing genetic erosion due to 
environmental and human influences.

The preservation of plant genetic resources has garnered much attention lately. 
Understanding the genetic diversity within and between populations is crucial for designing 
effective and economical conservation approaches for plant genetic resources (Guney et 
al., 2021). Genetic diversity analysis in plants, mainly through DNA markers, is crucial for 
plant breeding and conservation (Nwosisi et al., 2019). For studying the genetic diversity 
of tea trees, various molecular markers, such as simple sequence repeat (SSR) (Li et al., 
2024) and SSR combined start codon targeted (SCoT) markers (Samarina et al., 2021), 
have been used. Recently, the genetic diversity of C. yuhsienensis was assessed using 
leaf structure and inter-simple sequence repeat (ISSR) markers; most of the markers have 
effectively assessed this diversity and can aid in conserving and utilizing these valuable 
genetic resources (Zou et al., 2024).

Ancient Shan tea has revealed its potential for cross-compatibility with other tea 
varieties, particularly C. sinensis var. sinensis (Kumarihami et al., 2016). This cross-
compatibility has been attributed to a late-acting self-incompatibility system or post-
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zygotic barriers (Kumarihami et al., 2016). Furthermore, the chloroplast and mitochondrial 
genomes of Shan tea have been deciphered, providing valuable resources for genetic and 
comparative genomic studies (Zhang et al., 2019). Zhao et al. (2021) investigated the 
genetic diversity of ancient tea plants. They suggested that the genetic and phenotypic 
diversity of 145 ancient tea plant germplasm resources from five populations in Sandu 
County, Guizhou Province, China, was relatively high. The analysis of molecular variance 
showed that genetic variation within the populations was more significant than among the 
populations (Zhao et al., 2021).

This study investigated the morphological diversity and genetic relationships of ancient 
Shan tea trees across three northern provinces of Vietnam, including Lao Cai, Yen Bai, 
and Ha Giang. The study evaluated 19 morphological traits of leaves and shoots and used 
ISSR molecular markers to assess the genetic diversity within and between tea populations. 
Through the analysis of principal components, genetic clustering, and principal coordinates 
analysis, the study seeks to explore the impact of environmental factors and geographical 
distances on the morphological and genetic characteristics of ancient tea trees, providing 
insights into their conservation and breeding. Our findings will provide further insights 
into the genetic relationships of ancient tea sources in Northern Vietnam based on leaf 
morphology and ISSR markers, providing a scientific basis for the protection and utilization 
of this ancient tea plant.

MATERIALS AND METHODS

Sample Collection

Thirty-six individuals of ancient Shan tea were obtained from three locations that belonged 
to three provinces in northern Vietnam, including Cao Bo commune (Vi Xuyen district, 
Ha Giang province, denoted as HG.LT 1-14), Suoi Bu commune (Van Chan district, Yen 
Bai province, denoted as YB.SB 1-7), and Ta Thang commune (Muong Khuong district, 
Lao Cai province, denoted as LC.TT 1-16) (Figure 1). 

Morphological Description

The assessment of nineteen morphological characteristics of the stem, leaf, and bud of the 
ancient Shan tea tree used the International Plant Genetic Resources Institute’s guidelines 
(IPGRI, 1997), with a few minor modifications (Vo, 2007). The young shoots’ fifth leaves 
were chosen for description. The tea bud with one tip and three leaves, located at position 
2/3 of the internode between the third and fourth leaves, is where the buds selected for 
analysis are harvested. Digital calipers with a 0.01 cm sensitivity were used to measure 
the shoots’ weight using precision scales that were sensitive to ± 0.01 g. Meanwhile, 
shoot length, leaf, and stem measurements were collected using the same equipment. 
Each morphological trait was measured in 30 replicates per plant, and 36 individuals were 
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assessed across the three studied populations. The means of these replicates were used for 
statistical analysis, ensuring accuracy and minimizing measurement variability. 

Genetic Diversity and Relationship of Ancient Tea Trees

DNA Isolation

Healthy leaves were sterilized with 70% (v/v) alcohol to remove dust and microbes on 
the surface. Liquid nitrogen was utilized to grind the leaf samples into homogenized 
powder. The DNA extraction was conducted following the cetrimonium bromide (CTAB) 
based protocol (Rogers & Bendich, 1989) with appropriate modifications. The quantity 
and quality of DNA were measured by the Nanodrop One spectrophotometer (Thermo 
Scientific, USA). DNA integrity was performed by 1% (w/v) agarose electrophoresis at 
100V in Tris-acetate-EDTA 1X. 

Amplification of ISSR Markers

Ten ISSR primers were used to characterize the genetic diversity (Table 1). The 10 µL 
reaction consisted of 2 µL deionized water, 5 µL master mix 2X (Biohelix, Taiwan), 1 
µL primer (20 µM), and 2 µL DNA template (equivalent to 100 ng). Amplifications were 
performed by a Mastercycler X50s (Eppendorf, Germany) with the thermal cycle program: 

Figure 1. A map of three ecogeographical locations, Yen Bai, Lao Cai, and Ha Giang provinces, was expressed 
in green, purple, and blue, respectively. Tea genotypes were collected and used in morphological and molecular 
analyses
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an initial denaturation of 95°C in 4 minutes, 
40 cycles included three stages; 94°C 
in 30 seconds, an appropriate annealing 
temperature (Ta) in 1 minute, 72°C in 2 
minutes; a final extension of 72°C in 10 
minutes. PCR products were kept stable at 
4°C until use. The PCR products were tested 
by 2% agarose gel electrophoresis (25V, 
TAE 1X) in 1 hour and 30 minutes. Band 
patterns were visualized under UV light in 
the Gel Doc. XR system (Bio-Rad, USA).

Construction of a Dendrogram Tree

Scored bands were transferred into binary 
data with Microsoft Excel software version 

Table 1
Ten primers were used for the PCR products 

Primer Nucleotide 
sequences (5’-3')

Annealing 
temperature 

(°C)
ISSR825 (AC)8T 46
ISSR855 (AC)8CT 46
ISSR866 (CTC)6 52
ISSR827 (AC)8G 50
ISSR811 (GA)8C 45
ISSR813 (AC)8CA 51
ISSR818 (GA)8CT 44.7
ISSR823 GAA(GT)7 51
ISSR826 (AC)8C 46
ISSR889 ATG(AC)7 52

2021; the presence and absence of a band were scored as 1 and 0, respectively. The 
dendrogram was constructed using the unweighted pair group method with the arithmetic 
mean (UPGMA) method using NTSYS-pc 2.1 software. Correspondence analysis was 
conducted using Biodiversity Pro software. Genetic diversity indices of each marker 
include PB (polymorphic band), PIC (polymorphism information content), EMR (effective 
multiplex ratio, MI (marker index, D (discriminating power), and R (resolving power) 
were calculated by the iMEC web-based program (Amiryousefi et al., 2018). Analysis of 
molecular variation (AMOVA) and principal coordinate analysis (PCoA) were utilized by 
the GenAlEx software version 6.51b2 (Smouse et al., 2017).

Data Analysis

All data were analyzed and presented as mean values. Differences between the mean values 
were tested using ANOVA and ranked using the least significant difference (LSD) method 
at P < 0.05 with SPSS 20.0 software. Principal component analysis (PCA) was analyzed 
using Minitab statistical software. 

RESULTS

Morphological Traits of Ancient Tea Leaves and Shoots

Morphological Description

Nineteen morphological characteristics of ancient Shan tea tree stems, leaves, and shoots 
were recorded and evaluated in Lao Cai, Yen Bai, and Ha Giang provinces. Regarding tree 
shape, most trees have an arbor or semi-arbor shape (Figure 2). All trees have large trunk 
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circumferences, the LC.TT15 tree has the largest trunk circumference, reaching 270 cm, 
and the lowest is the YB.SB 5 tree, reaching 48 cm (Table 2). 

The criteria of leaf angle, leaf shape, leaf angle shape, leaf serration, and lower leaf 
surface are all diverse. The colors of leaves and buds vary; most are green and yellow-
green. The leaf size ranges from 9.12 × 3.5 cm (LC.TT12) to 21.06 × 6.78 cm (HG.LT13). 
Some individuals with large leaf sizes are grouped like trees, HG to the right of Figure 3. 
LT2, 9, 13, and YB.SB4, 6. HG.LT13 has the highest number of pairs of main veins in the 
leaf (13.0) and the lowest number of pairs of main veins in the leaf of LC.TT10 (8.4). The 
color of the buds is mostly yellow-green; a few buds are green or light green; on all buds, 
there are thick snow hairs. Bud length and bud weight are very different (Table 2). Bud 
length ranges from 10.4 cm (HG.LT 11) to 17.78 cm (YB.SB6). Our results revealed that 
a number of individuals in Yen Bai (YB.SB1, 2, 4, 5, and 6) have bud length and weight 
much higher than the samples collected in Ha Giang and Lao Cai.

Principal Component Analysis (PCA)

PCA analysis and phylogenetic tree showed that eco-geographical regions strongly impacted 
the clustering of both wild tea (He et al., 2023) and cultivated tea plants (Zhao et al., 2022). 
In order to find which morphological parameters are essential to the growth of ancient tea 
trees, the statistical PCA was applied. The original set of variables is changed into a new 
set known as principal components (PCs), uncorrelated variables. The results of principal 
component analysis and correlation analysis based on the morphological data of ancient tea 
from three locations in northern Vietnam are expressed in Table 3. Based on the morphological 
data of the ancient Shan tea genotype, PCA, correlation analysis, and contribution ratio, it is 
revealed that the seven components explained 100% of the overall variation. The first main 

Figure 2. Ancient Shan tea tree shapes from three locations in northern Vietnam (A: LC.TT 15; B: YB.SB 5; C: 
LC.LT 9)
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Table 3
Principal component analysis, correlation analysis, and contribution ratio-based morphological data of 
ancient Shan tea genotypes

Variable PC1 PC2 PC3 PC4 PC5 PC6 PC7
Shoot weight 0.39 -0.14 -0.58 -0.13 -0.17 -0.67 0.02
Shoot length 0.43 -0.16 -0.51 0.19 -0.05 0.70 -0.05
Leaf length 0.54 0.18 0.24 -0.04 0.46 -0.03 0.63
Leaf breadth 0.47 -0.28 0.38 -0.30 0.22 -0.02 -0.65
Leaf length/breadth ratio 0.01 0.64 -0.24 0.37 0.45 -0.13 -0.42
Main vein 0.39 0.28 0.37 0.45 -0.65 -0.08 -0.05
Leaf petiole length 0.06 0.59 -0.09 -0.72 -0.28 0.20 -0.03
Eigenvalue 2.63 1.85 1.44 0.58 0.35 0.15 0.01
Proportion (%) 37.57 26.37 20.61 8.30 4.96 2.13 0.07
Cumulative (%) 37.57 63.94 84.54 92.84 97.80 99.93 100

Figure 3. Morphological characters of the typical leaves of the ancient tea collection from various northern 
provinces of Vietnam

component presented 37.57% of the variation. The values of leaf length (0.54), leaf breadth 
(0.47), bud length (0.43), bud weight (0.39), and number of primary leaf veins (0.39) are 
the most significant contributors to the first essential component. All five factors positively 
correlate with the first principal component (PC1), meaning an increase in any of these 
factors would raise PC1’s value. The second principal component explained 26.37% of 
the variation. The traits of the ratio of the leaf’s length to breadth (0.64) and petiole length 
(0.59) make up the most significant contribution to the second fundamental component. 
The shoot weight (-0.58), shoot length (-0.51), and the weight of the leaf breadth (0.38) of 
principal component 3 (PC3) have high weights, suggesting that PC3 captures the variations 
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in shoot weight and length. The shoot weight and length values are negative, indicating 
a negative correlation of the third principal component (PC3) with the shoot properties. 
Thus, the first three components explained 84.54% of the overall variation (Table 3).

Plotting the PCA scores makes it feasible to visually evaluate sample similarity and 
establish whether samples may be categorized. In this study, the most significant variables 
of the main components are those with high weights, such as the leaf length, leaf width, 
and leaf length/breadth ratio in PC1 and PC2. In a main element, variables with weights 
of the same sign are positively correlated, whereas variables with weights of the opposite 
sign are negatively correlated. The primary components that may be used to examine the 
differences between tea plants are leaf size, bud length and weight (PC1), and leaf length/
width ratio (PC2).

HG.LT trees tend to be distributed in the chart’s upper left and right parts. This 
suggests wide dispersion within this group and possibly clearly distinct characteristics 
between HG.LT trees. HG.LT13 is located furthest toward the top of PC2, showing 
its unique characteristics that are different from other plants in the HG.LT group. The 
LC.TT trees are concentrated mainly in the lower left part of the chart; this group has 
relatively homogeneous characteristics and is different from other groups. YB.SB trees 
are distributed mainly in the center and right parts of the chart; this group has similarities 
in characteristics. In particular, YB.SB3 and YB.SB7, located on the left side of PC1, 
may have more distinct attributes in the YB.SB group. Through the PCA chart, we found 
the dispersion and grouping of tea plants into three different groups (HG.LT, LC.TT, and 
YB.SB). LC.TT plants tend to be more concentrated and homogeneous, while HG.LT and 
YB.SB plants have a wider dispersion and greater diversity of characteristics (Figure 4).

Figure 4. Score plot of morphological data of ancient tea genotypes from the eco-geographical regions of 
northern Vietnam
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Genetic Diversity and Relationship of Ancient Tea Trees

DNA Profile of ISSR Markers

From the electrophoretic spectrum, the data showed that 96 bands were amplified from 
36 ancient tea genotypes belonging to three populations, including Yen Bai, Lao Cai, 
and Ha Giang. In particular, 94 polymorphic bands were recorded, corresponding to a 
polymorphic rate of up to 97.9%, so for every 1 ISSR primer, there will be an average 
of 10.44 polymorphic bands. The size of amplified products ranges from 200 to 1800 
bp. The UBC816 has the highest band numbers, with 14 bands, and primer UBC888 has 
the fewest band numbers, with five bands. Two primers, UBC856 and UBC843, amplify 
the band with the largest size of 1800 bp. In terms of polymorphism, there are seven 
primers (UBC855, UBC888, UBC825, UBC866, UBC811, UBC816, and UBC843) with 
a polymorphism rate of 100%. All nine primers are reasonably informative because the 
PIC index is in the range of 0.25–0.5. There are six primer pairs, including UBC855, 
UBC840, UBC888, UBC825, UBC866, and UBC816, with the highest PIC index of 
0.37 (Table 4).

Table 4
Genetic diversity indices of 9 ISSR markers

Primer SB PB PB% Size H PIC Rp Hav. MI D R
UBC855 10 10 100 250–1500 0.50 0.37 5.03 0.00 0.01 0.75 4.72
UBC840 13 12 92 200–1300 0.49 0.37 5.50 0.00 0.01 0.82 5.78
UBC888 5 5 100 250–1500 0.48 0.37 2.06 0.00 0.01 0.83 1.33
UBC825 10 10 100 250–1700 0.50 0.37 4.78 0.00 0.01 0.77 5.11
UBC866 11 11 100 250–1200 0.49 0.37 4.94 0.00 0.01 0.80 4.22
UBC811 9 9 100 200–1000 0.48 0.36 3.50 0.00 0.01 0.85 5.00
UBC856 14 13 93 200–1800 0.43 0.34 4.47 0.00 0.00 0.90 4.94
UBC816 9 9 100 200–1500 0.50 0.37 4.06 0.00 0.01 0.80 3.33
UBC843 15 15 100 200–1800 0.46 0.36 5.47 0.00 0.00 0.87 8.94
Total 96 94 0.37

Note. SB: Scored band, PB: Polymorphic band, H: Heterozygous, PIC: Polymorphism Information Content, 
Rp: Resolution power, MI: Multiple index

Genetic Polymorphism

AMOVA analysis showed that the variance between populations was 12%, while within 
each population, it was up to 88% (Table 5). Our findings are consistent with those of 
Huang et al. (2022), who demonstrated that genetic variance within populations outweighed 
genetic differences across tea populations through genotyping analysis using sequencing 
tea genetic resources (Huang et al., 2022).
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Dendrogram

The UPGMA clustering dendrogram classified the three tea populations into 2 clusters with 
genetic similarity ranging from 0.61 to 0.86 (Figure 5). At the threshold of 0.65, cluster 
I is divided into two sub-clusters: I-A and I-B. The genetic diversity among the three 
populations is clearly illustrated in subcluster I-A. In particular, at the genetic similarity 
of 0.79, the data reveal that 11/13 genotypes of the Ha Giang population are in sub-cluster 
I-A1a. Meanwhile, all genotypes of the tea population in Lao Cai were distributed into 
sub-clusters I-A1b, I-A2, and I-A3. The Yen Bai population showed the highest genetic 
diversity due to distribution in all three different sub-clusters, consisting of I-A1a (YBSB1, 
YBSB3), I-A1b (YBSB5, YBSB6), and I-B (YBSB4, YBSB7). Besides, three genotypes, 
including HGLT2, YBSB2, and HGLT4, were grouped into cluster II. 

Table 5
Results of analysis of molecular variance (AMOVA) 

Source df SS MS Est. Var. %
Among Pops 2 74.081 37.040 1.990 12%
Within Pops 33 472.503 14.318 14.318 88%
Total 35 546.583 16.309 100%

Figure 5. Dendrogram for cluster analysis of 36 Camellia sinensis genotypes
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Principal Coordinates Analysis

The PCoA diagram visualizes the clustering between the three tea populations of Ha Giang, 
Yen Bai, and Lao Cai provinces. This information illustrates that the tea genotypes of the 
Lao Cai population showed more distinctive genetic characteristics than those of the other 
two populations. In addition, there is a certain overlap in the genetic profile between the 
two populations of Ha Giang and Yen Bai. Concerning geographical data, the distance 
between Ha Giang and Yen Bai provinces is closer than that of Lao Cai (Figure 6). 

Figure 6. PCoA diagram from three populations of C. sinensis based on ISSR marker

DISCUSSION

Leaf morphological traits often adjust in response to different environments to adapt. 
According to Ran et al. (2023), the growth and development of tea plants and the quality 
of the tea are also strongly correlated with environmental elements such as temperature, 
humidity, light, rainfall, and altitude. Amino acid concentration is influenced by altitude; 
more significant elevations are linked to higher levels (Ran et al., 2023). The morphological 
diversity observed in the ancient Shan tea trees across Lao Cai, Yen Bai, and Ha Giang 
provinces suggests significant phenotypic variation, likely influenced by genetic factors 
and environmental conditions. The recorded variations in tree shape, trunk circumference, 
leaf size, and bud characteristics highlight the adaptability of C. sinensis var. assamica 
to different eco-geographical regions. Notably, larger trunk circumferences and leaf sizes 
were observed in certain genotypes, such as LC.TT15 and HG.LT13 indicate potential 
differences in growth rate, age, and environmental adaptation. 

Additionally, the observed bud length and weight variations, particularly in the Yen 
Bai population, suggest regional differences in shoot development, which may impact tea 
quality and yields. Altitude and the geological environment significantly influenced the 
distribution, population structure, and evolutionary direction of wild plant germplasm 
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resources (Bemmels et al., 2016). These findings align with previous studies demonstrating 
how altitude, climate, and soil conditions contribute to morphological differentiation in 
tea plants. For example, Clarke et al. (2023) found that regional environmental factors 
significantly shape the phenotypic characteristics of C. sinensis, particularly in relation 
to leaf structure, shoot development, and adaptability. It highlighted that tea plants grown 
in warm, humid regions tend to develop broader leaves and greater shoot biomass, a 
phenomenon similarly observed in the Shan tea populations studied across northern 
Vietnam. Additionally, soil composition was identified as a key factor influencing leaf 
morphology, with nutrient-rich, well-drained, acidic soils supporting larger leaves and 
higher biomass production (Clarke et al., 2023).

These findings correspond with this study’s results, where significant differences in 
leaf size and bud weight were recorded among populations from different provinces, as 
confirmed by PCA results. Furthermore, altitude was shown to impact morphological 
adaptation, as higher-elevation tea plants exhibited smaller, more compact leaves, likely 
in response to cooler temperatures and reduced oxygen availability. This pattern is evident 
in the distinct leaf and bud characteristics among the studied populations, suggesting that 
altitude-driven selection pressures contribute to morphological divergence. The UPGMA 
clustering and PCoA results further reinforce this relationship, as genetic clustering 
followed geographical patterns, indicating strong eco-geographical influences on genetic 
variation. These findings emphasize the importance of eco-geographical factors in shaping 
the morphological and genetic diversity of ancient Shan tea, underscoring their relevance 
for conservation and breeding strategies.

PCA analysis provided further insights into the key morphological traits contributing 
to variation among the ancient tea genotypes. The strong contributions of leaf length, bud 
length, and shoot weight to the first PC1 suggested that these traits play a critical role in 
distinguishing different tea populations. The clustering of tea plants into distinct groups 
based on PCA scores confirms that morphological differences correspond closely with 
geographical origin. The homogeneous characteristics observed in the Lao Cai population 
(LC.TT) contrast with the greater diversity and dispersion seen in Ha Giang (HG.LT) 
and Yen Bai (YB.SB), supporting the hypothesis that local environmental conditions and 
genetic factors drive phenotypic differentiation. Previously, a comprehensive analysis of 
wild Camellia species in the Guizhou Plateau, China, was carried out and provided strong 
evidence supporting the role of eco-geographical influences in shaping morphological traits  
(He et al., 2023). Their study revealed significant genetic diversity among C. tachangensis 
and C. gymnogyna, which were distributed across different altitude gradients and geological 
environments. 

Specifically, the genetic diversity of C. gymnogyna was significantly higher in low-
altitude silicate rock areas, whereas C. tachangensis exhibited reduced genetic variability 
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in high-altitude carbonate rock environments, suggesting that altitude and soil composition 
influence the evolutionary trajectory of tea plant populations. The genetic differentiation 
coefficient between these two species was 0.075 (He et al., 2023). Additionally, when 
analyzing populations at different altitudes, the study found that the second altitude gradient 
(1,100–1,400 m) exhibited the highest genetic diversity. In comparison, the first (>1,400 m) 
and third (<1,100 m) gradients showed reduced variation (He et al., 2023). These patterns 
align with the results in this study, where altitude was identified as a key determinant of 
morphological differentiation in ancient Shan tea populations. The lower genetic diversity at 
high altitudes may be attributed to restricted gene flow, environmental selection pressures, 
and adaptation to cooler temperatures. It is consistent with findings in other plant species 
that exhibit similar genetic constraints in extreme environments.

Molecular marker is a reliable approach to population genetics in natural plants. 
Regarding data tendency, our study is similar to that of previous publications. Next, the 
genetic diversity analysis using ISSR markers revealed a high degree of polymorphism 
(97.9%), indicating substantial genetic variation within the studied tea populations. The high 
number of polymorphic bands suggests that ancient Shan tea in northern Vietnam possesses 
a rich genetic pool, which is valuable for conservation and breeding programs. Multiple 
genetic clusters in the UPGMA dendrogram further support the notion of significant genetic 
differentiation among populations. Interestingly, the Lao Cai population exhibited more 
distinct genetic traits, while some overlap was observed between the Ha Giang and Yen 
Bai populations. In particular, 24 Camellia genotypes were collected from the Black Sea 
region of Turkey and characterized the genetic diversity by 15 ISSR markers (Yoğurtçu & 
Aygun, 2021). This pattern suggests that geographical proximity may contribute to gene 
flow and shared genetic characteristics, whereas more isolated populations may have 
undergone genetic divergence over time.

In order to categorize the variables inside many clusters according to their relationship 
and normalized value, cluster analysis with a dendrogram is typically utilized. Our AMOVA 
analysis revealed that most genetic variation (88%) occurs within rather than between 
populations (12%). The findings showed 96 total bands and 84 polymorphic bands. 
Likewise, 42 elite UPASI tea clones from India were analyzed by 27 ISSR markers, and 
the result determined that the total and polymorphic bands were 116 and 70, respectively 
(Sharma et al., 2022). Furthermore, based on the AMOVA output, there is a high level 
of intra-genetic variation (90.48%) compared to the low level between populations 
(9.52%). Liu et al. (2022) also concluded that the genetic variation originated mainly 
from intrapopulation variation when using single-nucleotide polymorphisms to study the 
population structure of 137 C. sinensis in China. Therefore, the genetic variation within the 
population of C. sinensis is diverse and should be investigated for germplasm conservation 
of ancient tea (Liu et al., 2022).
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This finding aligns with previous studies on tea plant diversity, where intra-population 
genetic variation has been reported as the predominant source of diversity. The relatively 
low inter-population variation suggests that tea populations in northern Vietnam maintain 
a degree of genetic connectivity despite geographical separation, potentially due to natural 
seed dispersal, human-mediated propagation, or historical gene flow. Meanwhile, the 
PCoA further corroborates these findings, illustrating a distinct genetic profile for the 
Lao Cai population while indicating some genetic overlap between the Ha Giang and Yen 
Bai populations. This result supports the hypothesis that eco-geographical factors, such 
as altitude, temperature, and soil composition, may significantly shape genetic diversity. 
Additionally, the genetic clustering observed in the dendrogram and PCoA plot suggests 
that ancient tea populations in northern Vietnam have retained unique genetic signatures 
despite sharing a common ancestry. Genetic diversity correlates with geographical 
distance (Zhang et al., 2022). In tea, He et al. (2023) state that the examined Camellia’s 
genetic differentiation was greatly influenced by the geological environment, soil mineral 
concentration, soil pH, and altitude (He et al., 2023). Moreover, using AMOVA analysis, 
ancient Chinese Assam tea (Meegahakumbura et al., 2016) populations were grouped 
according to the three geographical regions; the genetic variation was partitioned among 
regions, populations, and within populations (Li et al., 2024).

Overall, these findings emphasize the importance of preserving the genetic resources 
of ancient Shan tea in northern Vietnam. The observed morphological and genetic diversity 
highlights the potential for breeding programs to develop new cultivars with desirable traits 
such as enhanced yield, adaptability to environmental stress, and improved tea quality. 
Furthermore, conservation efforts should prioritize maintaining this diversity, particularly 
in populations with unique genetic characteristics. Future research incorporating more 
comprehensive molecular markers and environmental data could provide deeper insights 
into these ancient tea populations’ evolutionary history and adaptive mechanisms.

CONCLUSION

This study comprehensively analyzes the morphological and genetic diversity of ancient 
Shan tea across the Lao Cai, Yen Bai, and Ha Giang provinces, demonstrating significant 
eco-geographical influences on trait variation. The morphological analysis identified 
slight differences in leaf length, bud length, and shoot weight, with several individuals 
in Ha Giang genotypes exhibiting larger leaves and thicker buds. At the same time, some 
Yen Bai samples showed greater shoot biomass. PCA results confirmed that these traits 
contribute significantly to morphological diversity, with clear population clustering. Genetic 
profiling using ISSR markers revealed a high polymorphism rate (97.9%), with 94 out of 
96 amplified bands being polymorphic. UPGMA clustering grouped Lao Cai genotypes 
separately from Ha Giang and Yen Bai, while PCoA indicated genetic overlap between Ha 
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Giang and Yen Bai, suggesting historical gene flow. AMOVA showed that 88% of genetic 
variation exists within populations, reinforcing strong intra-population diversity. The 
distinct genetic structure of Lao Cai tea suggests localized adaptation, while shared genetic 
traits between Ha Giang and Yen Bai indicate potential migration or hybridization. These 
findings highlight the necessity of in situ and ex-situ conservation strategies to safeguard 
Shan tea genetic resources, ensuring their long-term sustainability and potential for future 
breeding programs.
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ABSTRACT

Maize is a global staple food widely used as animal feed, biofuel, and a raw material in various 
industries. Gibberellic Acid 3 (GA3) is crucial in regulating plant growth. This study aimed to 
evaluate the impact of GA3 concentrations and planting distances on maize productivity, providing 
insights to optimize production for quality and profitability. The experiment was conducted at the 
ISU Compound, Cabagan, Isabela, from March to July 2023. It is a 4 × 2 factorial in a Randomized 
Complete Block Design (RCBD) with eight treatment combinations and three replications. Factor 
A consisted of four GA3 concentrations (control, 175 mL, 200 mL, and 225 mL), while Factor 
B included two planting distances (20 cm × 20 cm and 20 cm × 25 cm). Data were analyzed 
using two-way ANOVA and Tukey’s LSD at a significance level of P < 0.05. Results indicated 
that GA3 application significantly influenced plant height (PH), demonstrating that higher 
concentrations of GA3 promoted greater vegetative growth, while the other parameters were not 
significantly affected. Meanwhile, the computed yield (CY) was significantly affected by planting 
distance and the interaction effect between GA3 concentration and spacing. The combination of 

175 mL GA3 application with a 20 cm × 25 
cm planting distance resulted in the highest 
yield, suggesting that this treatment enhances 
maize productivity while maintaining efficient 
plant spacing. Thus, it is recommended for 
optimizing maize production, ensuring better 
growth performance, and higher economic 
returns.

Keywords: Distance of planting, gibberellic acid 3, 
maize, tassel
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INTRODUCTION      

Maize (Zea mays) is the third-largest plant-based food source in the world, serving as a 
primary food source for both humans and animals. Despite its importance, farmers and the 
agricultural sector face persistent challenges related to low productivity. Various strategies 
have been proposed to address this issue and enhance maize productivity, with the adoption 
of plant growth regulators like Gibberellic Acid 3 (GA3) emerging as a promising study 
area. Maize experiences several factors, such as environmental conditions, pest infestations, 
and nutrient deficiencies, contributing to reduced productivity. Thus, it is imperative to 
research to identify viable approaches to enhance maize productivity and increase yields 
(Singh, 2010; Turner et al., 2014).

Department of Agriculture Regional Field Office III, six hundred thousand (600,000) 
farms household depend on maize as their major source of livelihood and in line with this, 
Isabela and Bukidnon are the top maize producing province in the Philippines contributing 
a total production of 1.1 million metric tons and 0.8 million metric tons (Salazar et al., 
2021). Reyes et al. (2009) stated that the province of Isabela was named the top maize 
producer in the country. It had consistently been a top producer throughout the years, with 
a proportion of national output ranging from 9 to 16 percent. All over the Philippines, the 
estimated production based on the standing crop from April to June 2024 is projected to 
decrease to 1.19 million metric tons. This represents a 19.1 percent decline from the actual 
production of 1.47 million metric tons recorded during the same period in 2023 (Philippine 
Statistics Authority, 2024). Due to dry periods at the beginning of the year and flooding 
in September and December, Isabela was forced to settle for second place in the race for 
grain output. 

On the other hand, one of the approaches proposed to enhance maize productivity 
is using plant growth regulators, such as Gibberellic acid. GA3 is a naturally occurring 
plant hormone that promotes plant growth and development, and it has been shown to 
enhance the growth and yield of maize crops (Gao et al., 2020; Al-Shaheen & Soh, 2018). 
However, the effect of GA3 application is influenced by other factors, such as planting 
distance. While GA3 is known for its potential to enhance crop growth and development 
by improving parameters such as stem elongation, leaf expansion, and overall plant vigor 
(Camara et al., 2018; Anjum et al., 2017; Mahender et al., 2015), its efficacy can vary 
depending on plant spacing in the field. Proper planting distance is essential because it 
affects light interception, nutrient availability, and the overall microclimate around each 
plant. Inadequate spacing can lead to competition among plants for resources, potentially 
reducing the impact of GA3 application on individual plants. Conversely, optimal spacing 
can ensure that each plant receives adequate resources, maximizing the benefits of GA3 in 
promoting growth and increasing yields (Noda-Leyva & Martin-Martin, 2017). Despite this, 
the interaction between the GA3 application and different planting distances, particularly 
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in specific soil conditions like clay, has not been thoroughly investigated. Furthermore, 
one study investigated the impact of exogenous GA3 application on maize under salinity 
stress. GA3 application improved plant growth by enhancing chlorophyll content, reducing 
sodium (Na⁺) accumulation, and increasing potassium (K⁺) concentration. It improved 
photosynthetic efficiency and ionic balance, leading to better growth and yield under 
stress conditions. In contrast, the combined effects of GA3 and foliar application on maize 
seedlings under varying salinity levels enhanced antioxidant enzyme activities, reduced 
oxidative damage, and nutrient uptake, and modulated stress responses and metabolic 
processes (Mukarram et al., 2021; Shahzad et al., 2021). Additionally, research on the 
application of GA3 and mepiquat chloride (M.C) as growth regulators showed that foliar 
application of 100 ppm GA3 significantly increased grain yield by 33% compared to the 
control and mitigates salt stress by enhancing chlorophyll content, soluble protein levels, 
and ion balance, thereby improving overall plant health and productivity (El-Nwehy & 
Afify, 2023).

Maize has become popular among farmers due to its superior qualities, such as 
improved yield, resistance to pests and diseases, and adaptability to various environmental 
conditions (Frank et al., 2013). However, the productivity of maize can be further enhanced 
by optimizing cultivation practices, including applying growth regulators such as GA3 
and appropriate planting distance. 

Thakur et al. (2018) investigated the impacts of GA3 and planting distances on sweet 
william (Dianthus barbatus L) growth and yield. Their findings suggest that applying GA3 
alongside planting distance increased yield, flowering, and plant height. Nevertheless, by 
identifying the most efficient cultivation methods, this study assesses how Gibberellic 
Acid 3 (GA3) and various planting distances influence maize productivity, aiming to offer 
insights for optimizing production in terms of quality and profitability.     

METHODOLOGY

Study Area

The experiment was conducted at the Experimental Field Area of the College of Agricultural 
Sciences and Technology at Isabela State University, Cabagan Campus (ISUC), located 
in Cabagan, Isabela, Philippines, at coordinates 17.4144° N latitude and 121.7670° E 
longitude. The study was carried out during the summer season, from March to July 2023, 
when the climatic conditions during the study period were marked by variations in rainfall, 
temperature, and relative humidity, which influenced maize growth and development. 
Insufficient precipitation was recorded during the 1st, 5th, 8th, and 12th weeks after 
sowing, with an average rainfall of only 1.32 mm. Temperature patterns showed an average 
minimum temperature of 24.77°C and a maximum temperature of 35.21°C from the 1st to 
the 9th week after sowing. However, during the critical reproductive stages (10th to 14th 
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weeks after sowing), temperatures slightly increased, averaging a minimum of 25.78°C 
and a maximum of 35.56°C. These conditions persisted through the later stages of crop 
development. During the reproductive (dough) stage at 13 weeks after sowing, an average 
rainfall of 1.38 mm was recorded. This low water availability was not ideal, as it limited 
water absorption, potentially leading to smaller and immature kernels. 

Experimental Design, Soil Sampling and Treatments 

The field experiment encompassed an area of 341 square meters divided into three blocks, 
each subdivided into eight equal plots, each measuring 3 meters by 3 meters. There were 
1.0-meter alleyways between the blocks and plots. Soil samples were collected from 6 to 
8 inches, with composite samples representing the entire experimental area prepared after 
removing debris, weeds, and topsoil. The collection process involved using a shovel, bolo, 
and post-hole digger, and the samples were transported in pails. These samples were then 
pulverized and air-dried for seven days. Uniform 1-kilogram samples were obtained using 
the quartering technique and sent to the Department of Agriculture-Soil Laboratory-Cagayan 
Valley Research Center (DA-SL-CVRC) in San Felipe, Ilagan, Isabela, for analysis. Based 
on the soil analysis recommendations, both inorganic and organic fertilizers were applied. 
Organic fertilizers included carbonized rice hull and vermicompost, administered at 450 
grams per plot. The inorganic fertilizers used were Urea (46-0-0), Muriate of Potash (0-0-
60), and Complete Fertilizer (14-14-14), applied at rates of 58.5 grams, 31.5 grams, and 
256.95 grams per plot, respectively.

The experiment was structured as a 4 × 2 randomized complete block design (RCBD), 
incorporating a two-factorial approach to assess the impact of different treatments on 
crop growth under varying stress conditions. Factor A focused on evaluating the effects 
of varying concentrations of gibberellic acid (GA3) with four distinct treatments: (1) A1: 
without GA3 (WOG), (2) A2: 175 mL of GA3 per hectare (175GA3), (3) A3: 200 mL 
of GA3 per hectare (200GA3), and (4) A4: 225 mL of GA3 per hectare (225GA3). The 
control group (A1) was essential in establishing a baseline for comparison, as no GA3 was 
applied to this treatment. This allowed the researchers to isolate and quantify the specific 
influence of GA3 application on maize growth and yield. The decision to exclude GA3 in 
the control group was crucial for understanding the natural growth response of maize under 
the given environmental conditions. By comparing the untreated plants (WOG) with those 
subjected to different GA3 concentrations, the researchers could assess how much GA3 
influenced key growth parameters such as plant height, biomass accumulation, flowering 
time, and grain yield. Without a control group, it would be challenging to determine whether 
observed differences were due to GA3 application or other environmental or genetic factors. 
Additionally, including a control group aligns with experimental best practices, ensuring 
that any potential benefits or drawbacks of the GA3 application are accurately measured. It 
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also provides practical insights into whether the GA3 application is necessary under field 
conditions, helping to inform future agronomic recommendations. Factor B investigated 
the effects of planting distance on crop growth, with two treatments: (1) B1: 20 cm × 20 cm 
(PD20) and (2) B2: 20 cm × 25 cm (PD25). This factor aimed to understand how spacing 
influenced the growth parameters and overall yield of the crops. 

Planting, Planting Materials, Care, and Maintenance of Plants

The necessary materials for the study were obtained from multiple sources. Complete 
Fertilizer (14-14-14), Urea (46-0-0), Muriate of Potash (0-0-60), and insecticides were 
procured from Agricultural Supply in Ugad Cabagan, Isabela. The maize seed variety 
used in the study was NK6410, selected for its maturing characteristics 100-105 days after 
planting (DAP) and its potential yield of 12 metric tons per hectare (MT/ha). This variety 
is suitable for a wide range of regions, including the Cagayan Valley (Lower Vega), Ilocos 
Region, Central Luzon, South Luzon, Bicol Region, and Mindanao Low Elevation. NK6410 
is renowned for its Class A grain quality, good standability, and ease of dehusking and 
harvesting. GA3 was sourced from an authorized online retailer. The ISUC nursery provided 
vermicast, a hand tractor, a wheelbarrow, garden tools, placards, pegs, a meter stick, and 
a sprayer. Land preparation involved plowing the field twice with a four-wheeled tractor, 
followed by a final harrowing one week before planting. After removing debris and weeds, 
the soil was further conditioned using a hand tractor. The experimental site was divided 
into three columns and eight rows, creating plots that measured 3 by 3 meters, marked 
with basic farming tools. The soil was then levelled using a garden rake in preparation 
for planting. Maize seeds were planted in furrows at 2–5 cm. Each subplot contained 10 
rows and 13 hills, with 130 seeds per plot (2 seeds per hill). There was a 20 cm interval 
between hills and a 25 cm gap between rows. Due to poor germination, particularly with the 
NK6410 variety, to ensure uniform plant density, an alternative approach to replanting is to 
initially sow multiple seeds per hill and thin excess seedlings after germination. GA3 was 
applied via foliar spraying at 30 DAS, diluting each concentration in 115.2 mL of water. 
Irrigation was conducted every five days using a submersible pump. Weed management 
was performed manually using a hand trowel, while initial infestations of fall armyworm 
were controlled through hand-picking. At maturity, maize cobs were harvested by hand, 
followed by manual threshing to remove the husks and separate the kernels. The kernels 
were sun-dried until they attained a 12%–14 % moisture content.

General Observation and Collection of Data

The data collection process was comprehensive, encompassing a range of growth 
parameters to provide a holistic view of the crop performance under the different treatments. 
The samples are randomly selected, 10 per plot, in all the parameters, such as Plant height 
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(PH), which was measured from the base of the culm to the tip of the highest leaf using 
a meter stick, 10 days after the GA3 application, to assess the initial response of the 
plants to the hormone. Leaf count (LC) was recorded post-GA3 application to gauge the 
vegetative growth stimulated by the treatments. The ear length (EL) was measured from 
the base to the tip of the de-husked maize cobs to determine the effect of the treatments on 
reproductive growth. Ear diameter (ED) was measured using a caliper, providing insights 
into the physical development of the maize ears. Computed yield (CY) was determined 
by weighing the harvested marketable dry kernels from each treatment and converting the 
weight to a per-hectare basis, offering a standardized measure of productivity. Biomass 
yield (BY) was obtained by weighing the fresh uprooted maize plants, including the ears, 
to assess the overall biomass produced. The kernels weight at 1000 (KW) were measured 
after drying and randomly selecting kernels from each treatment, providing a detailed 
understanding of kernel weight and potential yield quality.

Data Analysis

The analysis was conducted using a two-factorial analysis of variance (ANOVA) to evaluate 
the effects of GA3 application and different planting distances on the growth parameters 
of maize. This method was chosen because it allows for assessing both main effects 
and interactions between the factors. Before performing ANOVA, key assumptions—
normality of residuals, homogeneity of variances (Levene’s test), and independence of 
observations—were checked to ensure the validity of the analysis. Tukey’s Honestly 
Significant Difference (HSD) test was used as a post-hoc analysis to determine significant 
differences among treatment means. Tukey’s HSD was selected for its ability to control 
the family-wise error rate while performing multiple comparisons, making it suitable for 
detecting pairwise differences among treatments without inflating the Type I error rate. 
The results were reported as mean ± standard deviation (SD), with statistical significance 
at P < 0.05. This rigorous statistical approach ensured that the conclusions drawn from 
the study were robust, providing valuable insights into the effects of GA3 application and 
planting distance on maize growth under varying conditions.

RESULTS AND DISCUSSION

Plant Height (cm) 

In the study on maize in PH, as shown in Table 1, the application of different gibberellic acid 
(GA3) concentrations was analyzed and compared using ANOVA. The findings revealed 
that treatments with 175 mL, 200 mL, and 225 mL of GA3 per hectare (175GA3, 200GA3, 
225GA3) resulted in significantly increased plant heights of 105.2 ± 3.06 cm, 112.2 ± 
10.02 cm, and 108.0 ± 5.84 cm, respectively. These heights were statistically similar but 
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markedly different from the control group (WOG), which had a significantly lower plant 
height of 83.3 ± 18.19 cm. This suggests that the application of GA3 promotes substantial 
growth in maize height. The increased plant height observed in maize treated with GA3 
can be attributed to several mechanisms. GA3 stimulates cell elongation and division in the 
internodes, increasing stem length and overall plant height. This hormone activates gene 
expression in cell wall loosening and expansion, facilitating cell growth. Additionally, the 
GA3 application can improve nutrient uptake efficiency, providing the necessary resources 
for sustained growth. GA3 also interacts with other plant hormones, such as auxins and 
cytokinins, to regulate growth processes, ensuring balanced and optimal growth. Moreover, 
GA3 helps mitigate stress conditions, allowing plants to grow vigorously even under 
suboptimal environmental conditions. These findings align with previous research, which 
reported that GA3 significantly enhances plant height in tomatoes and corn, highlighting 
the growth-promoting effects of GA3 across different plant species (El-Sayed et al., 2014; 
Hadi et al., 2010).

In a study comparing the effect of different planting distances on maize in PH, as 
shown in Table 2, two different planting distances were tested: 20 cm × 20 cm (PD20) 
and 20 cm × 25 cm (PD25). The mean plant heights recorded were 101.74 ± 0.47 cm and 
102.68 ± 0.47 cm, respectively. Results indicated no significant difference in plant height 
at 30 days after sowing (DAS) between the different planting distances. Similar findings 
were reported by Jiang et al. (2020), who found that planting density did not significantly 
affect plant height in maize.

In Table 3, the results presented the PH under different treatments involving the 
application of gibberellic acid (GA3) at varying concentrations and planting distances. Upon 
analysis, it is evident that there are fluctuations in plant height across the treatments. For 

Table 1 
Effects of various parameters in different concentrations of GA3 in maize

FACTOR A PH (cm) LC (cm) EL (cm) ED (mm) BY (g) KW (g) CY (kg/ha)
WOG 83.3 ±

18.19b
7.70 ±
0.66

11.83 ± 
0.38

36.97 ±
0.83

2696.67 ±
188.71

280.50 ±
6.13

2477.78 ±
152.68

175GA3 105.2 ±
3.06a

8.45 ±
0.10

11.44 ±
0.01

36.03 ±
0.11

2439.00 ±
68.96

281.60 ±
6.96

2260.74 ±
64.35

200GA3 112.2 ±
10.02a

8.37 ±
0.02

11.74 ±
0.29

34.99 ±
1.15

2489.83 ±
18.13

266.17 ±
8.21

2332.22 ±
7.13

225GA3 108.0 ±
5.84a

8.90 ±
0.55

10.78 ±
0.67

36.56 ±
0.42

2406.33 ±
101.63

269.50 ± 
4.88

2229.63 ±
95.46

Note.  g: kilogram, ha: hectare, WOG: Without GA3, 175GA3: 175 mL of GA3 per hectare, 200GA3: 200 mL 
of GA3 per hectare, 225GA3: 225 mL of GA3 per hectare, PH: plant height, LC: leaf count, EL: ear length, ED: 
ear diameter, BY: biomass yield, CY: computed yield and KW: kernel weight of 1000. The different factors are 
presented along with their respective standard deviations (SD) using the mean ± standard deviation, followed 
by different subscript letters (e.g., a, b) used to denote significant differences at a 5% probability level
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instance, under the same planting distance of PD20, the WOG + PD20 treatment exhibited 
the tallest plants with a mean height of 163.53 ± 12.08 cm, while the 175GA3 + PD20 
treatment showed the shortest plants with a mean height of 134.37 ± 17.08 cm. Conversely, 
under the PD25 planting distance, the tallest plants were observed in the 175GA3 + PD25 
treatment with a mean height of 156.67 ± 5.22 cm, whereas the shortest plants were in the 
200GA3 + PD25 treatment with a mean height of 147.53 ± 3.92 cm. Interestingly, despite 

Table 2
Response of two different distances of planting in various parameters

FACTOR B PH (cm) LC (cm) EL (cm) ED (mm) BY (g) KW (g) CY (kg/ha)
PD20 101.7 ±

0.47
7.93 ±
0.27

11.50 ±
0.05

35.92 ±
0.22

2288.50 ±
219.46

219.67 ±
24.71

2147.04±
178.06b

PD25 102.6 ±
0.47

8.46 ± 
0.27

11.40 ±
0.05

36.35 ±
0.22

2727.42 ±
219.46

269.08 ±
24.71

2503.15 ±
178.06a

Note. kg: kilogram, ha: hectare, CY: computed yield, PH: plant height, LC: leaf count, LE: ear length, ED: ear 
diameter, BY: biomass yield, KW: kernel weight, PD20: 20 cm × 20 cm planting distance and PD25: 20 cm 
× 25 cm planting distance. The different factors and their respective standard deviations (SD) are presented 
using the mean ± standard deviation

Table 3 
Interaction effects of different distances of planting applied with various concentrations of GA3

TREATMENT PH (cm) LC (cm) EL (cm) ED (mm) BY (g) KW (g) CY (kg/ha)
WOG + 
PD20

163.5±
12.08

6.40±
1.84

11.87±
0.42

37.57±
1.56

2724.67±
287.97

286.00±
11.63

2494.81±
169.72ab

175GA3 + 
PD20

134.3±
17.08

8.07±
0.17

11.80±
0.35

35.36±
0.65

2668.67±
231.97

275.00±
0.63

2460.74±
135.65ab

200GA3 + 
PD20

161.7±
10.32

8.50±
0.26

12.20±
0.75

35.90±
0.11

2389.33±
47.37

285.67±
11.30

2265.93±
59.16b

225GA3 + 
PD20

147.9±
3.55

8.40±
0.16

10.68±
0.77

36.15±
0.14

2488.57±
51.87

277.00±
2.63

2255.56±
69.53b

WOG + 
PD25

149.1±
2.28

8.40±
0.16

10.55±
0.90

34.45±
1.56

2296.00±
140.70

283.00±
8.63

2195.56±
129.53b

175GA3 + 
PD25

156.6±
5.22

8.33±
0.09

11.02±
0.43

35.52±
0.49

2683.67±
246.97

249.33±
25.05

2827.41±
502.32a

200GA3 + 
PD25

147.5±
3.92

8.77±
0.53

11.39±
0.60

35.76±
0.25

1174.00±
1262.69

264.00±
10.38

1631.85±
693.24c

225GA3 + 
PD25

150.6±
0.82

9.03±
0.79

12.08±
0.63

37.37±
1.36

3068.67±
631.97

275.00±
0.63

2468.89±
143.80ab

Note. kg: kilogram, ha: hectare, CY: computed yield, WOG: without GA3, 175GA3: 175 mL of GA3 per 
hectare, 200GA3: 200 mL of GA3 per hectare, 225GA3: 225 mL of GA3 per hectare, PH: plant height, LC: 
leaf count, EL: ear length, ED: ear diameter, BY: biomass yield, KW: kernel weight, PD20: 20 cm × 20 cm 
planting distance and PD25: 20 cm × 25 cm planting distance. The different factors are presented along with 
their respective standard deviations (SD) using the mean ± standard deviation, followed by different subscript 
letters (e.g., a, b) used to denote significant differences at a 5% probability level
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the variations observed, the ANOVA results indicate that the different planting distances 
did not significantly influence the mean PH at 30 days after sowing (DAS). The effect of 
GA3 on PH lies in its ability to promote cell division and elongation. GA3 stimulates the 
production of enzymes that loosen cell walls, allowing cells to expand more readily. This 
leads to increased internode length, which directly contributes to taller plants. However, 
the observed fluctuations in plant height across different GA3 concentrations and planting 
distances suggest that the response to GA3 is not linear and may be influenced by other 
factors such as nutrient availability, light, and the inherent genetic characteristics of the 
maize variety used. The tallest plants in the WOG + PD20 treatment could be attributed 
to the absence of exogenous GA3, allowing the plants to rely on their endogenous GA3 
levels, which might be sufficient for optimal growth under the given conditions. 

Leaves Count

The data presented in Table 1 (LC) highlights the impact of gibberellic acid (GA3) 
application on leaf count (LC) in maize, offering insights into how this plant growth 
regulator influences vegetative development. Upon analysis, it becomes evident that the 
GA3 application generally led to an increase in leaf count compared to the control (WOG, 
without GA3). Specifically, treatments with 175GA3, 200GA3, and 225GA3 resulted in 
higher mean leaf counts of 8.45 ± 0.10, 8.37 ± 0.02, and 8.90 ± 0.55, respectively, while 
the WOG treatment exhibited a mean leaf count of 7.70 ± 0.66. The increase in leaf count 
with GA3 application has practical implications for crop management and productivity. 
Leaves are essential for photosynthesis, the process by which plants convert light energy 
into chemical energy. Thus, more leaves generally mean a higher photosynthetic capacity 
and potentially greater biomass production (Taiz et al., 2015; Liu et al., 2010). 

The results presented in Table 2 (LC) illustrate the effect of planting distance on LC in 
maize. Upon analysis, it is evident that there is a difference in leaf count between the two 
planting distances studied. Specifically, the mean leaf count for the PD20 planting distance 
was 7.93 ± 0.27, whereas for the PD25 planting distance, it was 8.46 ± 0.27. Despite this 
observed numerical difference, the Analysis of Variance (ANOVA) results indicated that 
the mean leaf count at 45 days after sowing (DAS) was not significantly affected by the 
different planting distances. The numerical increase in leaf count from PD20 to PD25 
suggests that wider planting distances may provide plants with more space and resources 
to develop additional leaves. This finding implies that altering the planting distance could 
potentially enhance the photosynthetic capacity and overall vigor of maize plants. More 
leaves typically mean increased surface area for photosynthesis, which is crucial for the 
plant’s energy production and growth (Lambers et al., 2019; Taiz et al., 2015). 

Table 3 under LC presents the results of the effect of different treatments. Upon analysis, 
it is evident that the treatments and the planting distances do not impact leaf count in maize. 
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As per the analysis, different concentrations of GA3 and different planting distances had 
no significant impact on LC.

Length of Ear (cm)

Table 1 presents the effects of GA3 on the ear length (LE) of maize, revealing variations 
among the different treatments. Upon analysis, the control group (WOG) exhibited the 
longest ear length, with a mean of 11.83 ± 0.38 cm, followed closely by the 200GA3 
treatment at 11.74 ± 0.29 cm. The 175GA3 treatment resulted in a slightly shorter ear 
length of 11.44 ± 0.01 cm, while the highest concentration (225GA3) produced the 
shortest ear length at 10.78 ± 0.67 cm. These findings suggest that applying GA3 at 
certain concentrations does not necessarily lead to an increase in ear length compared to 
the control, and excessive GA3 may even have adverse effects on ear development. Ear 
length is important in the yield component, as it directly influences the number of kernels 
per ear, a primary determinant of overall grain yield. A longer ear generally provides more 
space for kernel formation, leading to higher potential grain production. However, the 
non-linear response observed in this study suggests that while moderate GA3 application 
may support growth, excessive concentrations could disrupt natural hormonal balances, 
possibly leading to inefficient ear development. This trend is supported by the findings 
of a study by Gohil et al. (2023), which reported that higher GA3 concentrations did not 
necessarily increase ear length in maize. Their study observed a maximum ear length of 
12.17 cm, indicating that excessive GA3 application may have a diminishing or negative 
effect on ear development.

The results in Table 2 illustrate the effect of Factor B, representing different planting 
distances, on maize ear length (LE). The findings indicate a minimal difference between 
the two planting distances, with PD20 producing a mean ear length of 11.50 ± 0.05 cm 
and PD25 showing a slightly shorter mean ear length of 11.40 ± 0.05 cm. These results 
suggest that modifying the planting distance from PD20 to PD25 has a marginal effect 
on ear length, implying that maize plants experience similar growth conditions within 
this range. Planting distance influences intraspecific competition for essential resources 
such as sunlight, nutrients, and water, impacting maize growth and yield parameters. 
However, in this study, the slight variation in ear length suggests that the tested planting 
distances provided sufficient space for maize plants to access the necessary resources 
without significant competition. Similar findings were reported by Yang et al. (2024), 
who observed that moderate adjustments in planting density had negligible effects on ear 
length when environmental conditions were optimized. Bi et al. (2024) highlighted that 
certain maize genotypes exhibit inherent resilience to planting density variations, allowing 
them to maintain consistent ear size even under different spacing conditions. The results 
of the present study align with these findings, suggesting that the observed differences 



1879Pertanika J. Sci. & Technol. 33 (4): 1869 - 1886 (2025)

Maize Using Gibberellic Acid 3 at Different Planting Distances

in LE may be more influenced by genetic potential rather than by planting distance 
alone. Environmental factors such as soil fertility, moisture availability, and temperature 
fluctuations may also contribute to the minor variations in ear length, as supported by Ullah, 
Saqib, Khan et al. (2024), who found that planting distance did not significantly affect 
ear diameter, reinforcing the idea that within this spacing range, maize plants maintained 
similar growth patterns. 

Table 3 presents the effects of varying gibberellic acid (GA3) concentrations and 
planting distances on maize ear length (LE). The data indicate that both factors influence 
ear development, though the impact varies across treatments. Under a planting distance 
of 20 cm (PD20), the control group without GA3 (WOG + PD20) exhibited a mean ear 
length of 11.87 ± 0.42 cm. The application of 175 mL GA3 per hectare (175GA3 + PD20) 
resulted in a comparable ear length of 11.80 ± 0.35 cm. Interestingly, increasing the GA3 
concentration to 200 mL per hectare (200GA3 + PD20) led to a slight increase in ear length 
(12.20 ± 0.75 cm), while the highest concentration of 225 mL per hectare (225GA3 + PD20) 
resulted in a reduced ear length of 10.68 ± 0.77 cm. At a wider planting distance of 25 cm 
(PD25), the control group (WOG + PD25) had a mean ear length of 10.55 ± 0.90 cm. The 
175GA3 + PD25 treatment showed an increased ear length of 11.02 ± 0.43 cm, and the 
200GA3 + PD25 treatment further increased ear length to 11.39 ± 0.60 cm. Notably, the 
225GA3 + PD25 treatment exhibited the longest ear length in this group, measuring 12.08 
± 0.63 cm. Comparing these findings with existing literature reveals both consistencies 
and divergences. 

For instance, a study by Ullah, Saqib, Zaman et al. (2024) demonstrated that exogenous 
application of compounds like melatonin and sodium nitroprusside can mitigate stress 
effects in maize, leading to improved growth parameters, including ear length. While 
their focus was on stress mitigation rather than GA3 application, the positive impact on 
ear length aligns with the observed benefits of moderate GA3 concentrations in our study. 
Additionally, Ullah, Saqib, Khan et al. (2024) explored the role of sodium nitroprusside 
in plants and its interaction with phytohormones under various conditions. Their findings 
highlight the complexity of hormone interactions in plant development. This underscores 
the importance of optimizing hormone applications, such as GA3, to achieve desired 
agronomic outcomes without inducing adverse effects. 

Ear Diameter (mm) 

Table 1 presents the results of the effect of Factor A, likely representing different treatments 
on the ED in maize. There are variations in ED among the different treatments. The WOG 
exhibited the largest ED with a mean of 36.97 ± 0.83 mm, followed by the 225GA3 
treatment with a mean of 36.56 ± 0.42 mm. However, treatments with 175GA3 and 
200GA3 had slightly smaller ED, with means of 36.03 ± 0.11 mm and 34.99 ± 1.15 mm, 
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respectively. The result indicated no significant difference in the ear diameter of maize based 
on the different concentrations of GA3. Several factors could contribute to these observed 
differences. The physiological response to GA3 may vary depending on the concentration 
applied, with higher concentrations potentially causing adverse effects on ear development. 

Table 2 illustrates the impact of Factor B, which likely represents different planting 
distances, on ED in maize. There is a slight variation in ED between the two planting 
distances. The mean ear diameter for the PD20 planting distance is 35.92 ± 0.22 mm, 
whereas for the PD25 planting distance, it is slightly larger at 36.35 ± 0.22 mm. These 
results suggest that altering the planting distance from PD20 to PD25 may have a minimal 
impact on ear diameter in maize. The observed difference, while statistically significant, 
is relatively small, indicating that planting distance alone may not be a major determinant 
of ear diameter variability in maize. 

Table 3 provides a comprehensive view of the effect of different treatments on ED in 
maize, in combination with different GA3 concentrations and planting distances. Upon 
thorough analysis, it is evident that the interaction of the treatments has a discernible 
impact on ear diameter. Comparing GA3 concentrations within the same planting distance 
reveals noteworthy differences in ED. For instance, under the PD20 planting distance, the 
treatment WOG + PD20 exhibits the largest ear diameter with a mean of 37.57±1.56 mm, 
while treatments with GA3 (175GA3 + PD20, 200GA3 + PD20, 225GA3 + PD20) generally 
show slightly smaller ED ranging from 35.36 ± 0.65 mm to 36.15 ± 0.14 mm. Similarly, 
under the PD25 planting distance, the control treatment WOG + PD25 displays a smaller 
ED of 34.45 ± 1.56 mm, whereas treatments with GA3 (175GA3 + PD25, 200GA3 + PD25, 
225GA3 + PD25) exhibit larger ED ranging from 35.52 ± 0.49 mm to 37.37 ± 1.36 mm.

Biomass Yield (g) 

BY obtained per plant applied with different concentrations of GA3 is shown in Table 
1. WOG gave the highest BY with a mean of 2696.67 ± 188.71 g, followed by 200GA3 
with 2489.83 ± 18.13 g, 175GA3 with 2439.00 ± 68.96 g, and 225GA3 with a mean of 
2406.33 ± 101.63 g, respectively. However, the table showed that the mean of BY (fresh) 
was not significantly affected by the different concentrations of GA3. Table 2 represents 
the BY as affected by planting distances. The highest mean BY was recorded in PD25 
with a mean value of 2727.42 ± 219.46 g, while PD20 exhibited the lowest mean BY with 
a value of 2288.50 ± 219.46 g. However, the results showed that the different planting 
distances did not significantly affect the mean biomass yield (fresh). Table 3 provides 
a detailed impact of different treatments, specified by Treatment, in conjunction with 
distinct planting distances and GA3 concentrations, on maize BY measured in grams. 
Upon thorough analysis, it becomes apparent that GA3 and the planting distances have 
notable effects on BY in maize. 
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When comparing treatments, there are considerable variations. For instance, under 
the PD20 planting distance, the control treatment WOG + PD20 exhibits a biomass yield 
of 2724.67 ± 287.97 g, while treatments with GA3 (175GA3 + PD20, 200GA3 + PD20, 
225GA3 + PD20) generally display lower biomass yields ranging from 2389.33 ± 47.37 
g to 2668.67 ± 231.97 g. Similarly, under the PD25 planting distance, there are significant 
differences in biomass yield among treatments. The control treatment WOG + PD25 shows 
a biomass yield of 2296.00 ± 140.70 g, while treatments with GA3 (175GA3 + PD25, 
200GA3 + PD25, 225GA3 + PD25) exhibit a wider range of biomass yields, from 1174.00 
± 1262.69 g to 3068.67 ± 631.97 g. However, the results showed no significant difference 
in the effects of the different treatments.

Weight of 1000 Kernels (g)

Table 1 illustrates the impact of different concentrations of GA3 on the weight of KW. 
The application of GA3 at a concentration of 175 ppm resulted in the highest mean 
kernel weight (281.60 ± 6.96 g), slightly surpassing the control group (280.50 ± 6.13 g). 
Higher concentrations of GA3 (200 ppm and 225 ppm) were associated with reduced 
kernel weights, suggesting a potential inhibitory effect at elevated levels. However, the 
results indicated that these differences were not statistically significant, implying that 
GA3 application did not markedly influence kernel weight under the conditions tested. 
Similarly, variations in planting distance (PD) showed that the PD20 spacing yielded 
the heaviest kernels (219.67 ± 24.71 g), followed by PD25 (269.08 ± 24.71 g). Despite 
these observations, ANOVA results demonstrated no significant effect of planting 
distance on kernel weight. Furthermore, the combined treatments of GA3 application 
and planting distance did not exhibit significant interactions affecting kernel weight, as 
evidenced by the range of weights observed across different treatment combinations. The 
study investigating the impact of GA3 on maize under different planting dates found no 
significant effect on grain yield and 1000-seed weight, suggesting that factors such as 
planting date and environmental conditions may modulate the responsiveness of maize to 
GA3 application (Naghashzadeh et al., 2009). Conversely, GA3 application, particularly 
at optimal concentrations, can enhance growth parameters and yield attributes, including 
plant height, number of grains per cob, and weight (Singh et al., 2018). The lack of 
significant effects observed in this study could be attributed to several factors, including 
environmental conditions, maize variety, and the specific concentrations of GA3 used. It 
is possible that the maize variety employed in this experiment exhibits a limited response 
to GA3, or that the environmental conditions during the study were not conducive to 
expressing the potential benefits of GA3 application. Additionally, the timing and method 
of GA3 application could influence its efficacy.
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Computed Yield (kg/ha)

The results in Table 1 demonstrate the impact of different concentrations of GA3 on 
computed yield (CY) per hectare. The WOG achieved the highest yield at 2477.78 ± 152.68 
kg per hectare, followed by the 200GA3 treatment with a mean yield of 2332.22 ± 7.13 
kg per hectare. The 175GA3 treatment yielded 2260.74 ± 64.35 kg per hectare, while the 
225GA3 treatment had the lowest yield at 2229.63 ± 95.46 kg per hectare. Despite these 
differences in yield, the results indicated that the mean CY was not significantly affected 
by the different concentrations of GA3. These findings align with previous studies that 
examined the role of GA3 in maize productivity. GA3 application has been shown to 
enhance vegetative growth and biomass accumulation, yet its direct impact on final yield 
varies depending on environmental conditions and nutrient availability (Akter et al., 2014). 
Similarly, Shahzad et al. (2021) reported that while GA3 treatments increased maize height 
and biomass, yield improvements were not always statistically significant.

Table 2 focuses on the effect of planting distances on CY, showing that the PD25 
planting distance resulted in the highest CY at 2503.15 ± 178.06 kg per hectare. This was 
higher than the yield for the PD20 planting distance, with a weighted mean CY of 2147.04 
± 178.06 kg per hectare. Results revealed that the mean computed yield per hectare was 
significantly affected by the different planting distances. These consistent results show 
that wider spacing in maize planting allows better root expansion and reduces competition 
for resources, resulting in higher yields (Shao et al., 2018; Gao et al., 2010). Conversely, 
overly dense planting (such as PD20) can lead to increased competition for light, nutrients, 
and water, negatively impacting yield (Postma et al., 2021). 

Table 3 explores the interactive effects of varying GA3 concentrations and planting 
distances on CY. The highest yield was obtained from the 175GA3 + PD25 treatment, 
which yielded 2827.41 ± 502.32 kg per hectare. This was significantly higher than the 
WOG + PD20 treatment yield, which produced 2494.81 ± 169.72 kg per hectare. The 
yields from other treatment combinations ranged from 1631.85 ± 693.24 kg to 2827.41 
± 502.32 kg. The significant interaction between GA3 application and planting distance 
highlights the importance of optimizing both factors for maximum maize productivity. 
Rademacher (2015) demonstrated that growth regulators like GA3 can be more effective 
when combined with optimal plant spacing, as the availability of resources and reduced 
intra-species competition amplify the effects of growth-promoting hormones. This study’s 
findings suggest that a GA3 concentration of 175 mL combined with a planting distance of 
25 cm is the most effective combination for maximizing maize yield. Mahender Singh et 
al. 2018 investigated the effects of various gibberellic acid (GA3) concentrations on maize 
yield. The findings revealed that applying GA3 resulted in the highest grain yield, with 
3,522 kg/ha during the kharif season and 4,277 kg/ha during the rabi season. This suggests 
that while GA3 application positively influences maize yield, increasing the concentration 
beyond a certain point does not lead to significant yield improvements.



1883Pertanika J. Sci. & Technol. 33 (4): 1869 - 1886 (2025)

Maize Using Gibberellic Acid 3 at Different Planting Distances

CONCLUSION

Based on the comprehensive analysis of the results presented across various tables, it can be 
concluded that both gibberellic acid (GA3) application and planting distance have significant 
effects on various growth parameters of maize, including plant height and computed yield. 
GA3 application, particularly at a concentration of 175GA3, generally resulted in favorable 
plant height and yield outcomes. However, the influence of GA3 on other parameters, such 
as ear diameter and biomass yield, varied depending on the concentration used. Additionally, 
planting distance played a crucial role, with wider distances favoring higher plant height 
and yield performance. Interactions between the GA3 application and planting distance 
enhance the yield capability of the hybrid corn, highlighting the importance of considering 
both factors in optimizing maize cultivation practices. While the short-term benefits of GA3 
application are evident, repeated use of growth regulators may have cumulative impacts 
on soil health and long-term maize productivity. Continuous application of GA3 could 
alter soil microbial communities, nutrient dynamics, and soil fertility, which may affect 
subsequent cropping cycles. Therefore, sustainable use strategies, such as periodic soil 
assessments and integrated nutrient management, should be explored to mitigate negative 
long-term effects. Further in-depth investigation is recommended using other varieties of 
maize to determine if there are varietal differences in the response to GA3 application and 
different planting distances. Additionally, maize planting is recommended at the beginning 
of the wet season to ensure sufficient moisture during the germination and early growth 
stages, further optimizing crop establishment and yield potential.
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ABSTRACT

Phased Array Corrosion Mapping (PACM) has emerged as a powerful tool for detecting localized 
corrosion in industrial settings, particularly in the petrochemical industry. However, its application 
has been limited to plant operating temperatures within the recommended range for on-stream 
ultrasonic testing. This study addresses this gap by conducting a comprehensive Probability of 
Detection (POD) analysis using the MH1823 POD software, following the guidelines of MIL-
HDBK-1823A (Department of Defense Handbook, 2009). The binary hit/miss method was employed 
to evaluate the accuracy of PACM on carbon steel (CS) and stainless steel (SS 304 and SS 316) 
surfaces at elevated temperatures up to 250 °C. Experimental results demonstrated successful 
detection of all flat-bottom-hole (FBH) indications, with deviations categorized as “miss” when 
exceeding 10% of the designed dimension. The POD curves revealed robust detection capabilities 
across various temperatures, with distinct clusters exhibiting different a50, a90, and a90/95 values. 
These findings underscore the reliability and efficacy of PACM in high-temperature applications, 
offering a significant advancement in non-destructive testing (NDT) for the petrochemical industry. 
The study highlights the potential of PACM to enhance turnaround maintenance (TAM) by enabling 

accurate on-stream inspections, thereby reducing 
downtime and increasing operational efficiency. 
Future research should explore the “â versus 
a” method to further enhance the accuracy and 
understanding of PACM in NDT applications.

Keywords: Non-destructive testing, phased array 
ultrasonic testing, probability of detection, turnaround 
maintenance
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INTRODUCTION

The continuous growth of the petrochemical industry necessitates the ongoing modification 
and expansion of existing factories to accommodate the production of additional by-
products. However, these expansions result in increased complexity and maintenance 
requirements. Consequently, many petrochemical plants undergo periodic shutdowns and 
turnaround maintenance (TAM) after several years of operation. TAM is a critical process 
for addressing various maintenance needs, primarily due to the aging of equipment and 
infrastructure. Over time, aging can lead to wear and tear, corrosion, and other forms of 
degradation, resulting in decreased efficiency, increased safety risks, and the potential 
for unplanned shutdowns or catastrophic failures (Aiello et al., 2020). Additionally, the 
buildup of fouling or contaminants in equipment can reduce efficiency and increase the 
risk of corrosion or other damage, necessitating TAM to address these issues (Al-Turki 
et al., 2019).

The demand for TAM arises from potential disruptions; even minor repairs can lead to 
economic losses due to halted production of multiple products. While all facility owners 
strive to avoid maintenance-related shutdowns, they are acutely aware of the risks posed 
by neglecting proper maintenance, which can lead to unplanned shutdowns and industrial 
accidents (Hlophe & Visser, 2018).

In response, many owners are exploring optimizing the TAM process by minimizing 
turnaround time or extending the intervals between TAM events to maximize operational 
benefits (Al-Marri et al., 2020; Elwerfalli et al., 2019). The petrochemical industry faces 
significant corrosion-related challenges, leading to decreased efficiency, increased safety 
risks, and potential unplanned shutdowns or catastrophic failures. 

Ultrasonic thickness gauging (UTG) is a popular method for detecting corrosion during 
on-stream inspections in the petrochemical industry, primarily due to its cost-effectiveness 
and ease of use. Inspectors can quickly learn to operate UTG with minimal training. 
However, UTG has some limitations; its point-by-point nature can lead to inadequate 
detection of localized corrosion and make inspections of larger areas time-consuming.

In contrast, phased array corrosion mapping (PACM) offers a more comprehensive 
solution. It is important to note that, despite its advantages, there are currently no established 
examples of ultrasonic applications for high-temperature operations. The recommended 
temperature range for ultrasonic testing (UT) is up to 52 °C (Jory, 2019). However, on-
stream inspections may require work beyond these limits.

Previous experiments have been conducted to investigate the feasibility of extending 
the use of UT beyond its recommended temperature limit (Tai, Sultan et al., 2023). The 
results indicate that as temperature increases, the velocity of ultrasound waves decreases 
while attenuation increases. The following research aimed to build upon the previous 
experiment’s findings and explore the effectiveness of PACM in detecting corrosion at 
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high temperatures. The results confirmed that PACM could accurately detect corrosion in 
high-temperature environments when the velocity and decibel settings were appropriately 
adjusted (Tai, Grzejda et al., 2023). 

The utilization of Probability of Detection (POD) in Non-Destructive Testing (NDT) 
is of significant importance. POD provides a quantifiable measure of the success rate in 
identifying specific targets or flaws through designated inspection methods, thereby playing a 
crucial role in evaluating the effectiveness of novel NDT techniques (Cherry & Knott, 2022).

A review of academic articles published over the past two decades focusing on POD 
in relation to NDT reveals that UT and Eddy Current Testing (ECT) were among the initial 
methods to employ POD for assessing detection probabilities (Bato et al., 2020; Goursolle 
et al., 2016; Yusa, 2017). Following the development of POD and the introduction of 
Model-Assisted Probability of Detection (MAPOD) (Rodat et al., 2017), the application 
of POD has significantly expanded to encompass various NDT methods.

The literature review initially aimed to identify prior instances of POD applications 
in PACM. However, the limited availability of literature on this subject prompted a shift 
in focus toward using Phased Array Ultrasonic Testing (PAUT) (Bajgholi et al., 2023). 
While these two inspection methods differ in orientation, they share several commonalities.

A consistent factor contributing to the success of the output results is the incorporation 
of uncertainty parameters, as highlighted by numerous scholars in the literature. The 
selection of these parameters, including defect size, material thickness (Ribay et al., 2017), 
and water path considerations, plays a crucial role in PAUT, similar to conventional UT. 
Additionally, both methods utilize calibration blocks featuring flat bottom holes (FBH) 
and side drill holes (SDH) to calibrate the equipment (Dominguez et al., 2016; Marcotte 
& Liyanage, 2017).

This study aims to assess the accuracy of novel PACM testing techniques on surfaces 
with elevated temperatures of up to 250 °C through POD analysis. Upon reviewing the 
previously mentioned articles, it was noted that despite applying POD analyses to numerous 
NDT methods, such analyses were significantly absent for PACM. This gap represents the 
distinctive novelty of the current study.

METHODOLOGY

There are two distinct methods for conducting POD analysis: the “hit/miss” method and 
the “signal response versus flaw size” (â versus a) method. The choice between these 
methods depends on the nature of the data generated by the NDT system under examination 
(Rentala et al., 2018).

The “hit/miss” method is applied when the NDT system produces binary outcomes, 
meaning a flaw is either detected or not detected. In this method, the POD curve is estimated 
based on the proportion of detected flaws to the total number of flaws present in the sample 
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(Knott & Kabban, 2022b). This approach is typically used when the inspection data is 
discrete and lacks a measurable response associated with flaw detection. For example, in PT 
or RT, a flaw is either observed or not, with no measurable response linked to the detection.

In contrast, the “â versus a” method is utilized when the NDT system yields measurable 
responses that can be correlated with the size of the flaw. This method establishes a 
relationship between the signal response (â) and the flaw size (a), enabling the estimation 
of the POD curve based on the distribution of signal responses for a given flaw size. This 
approach is commonly used in NDT methods that provide measurable responses, such 
as UT and Eddy ECT (Kojima et al., 2019; Yusa et al., 2018; Zhu et al., 2018). It allows 
for assessing the system’s sensitivity to different flaw sizes and provides a quantitative 
measure of its performance.

The “hit/miss” approach relies on examining the number of successful detections (hits) 
and false negatives (misses) in a series of inspections. Logistic regression is a widely used 
statistical method in this approach, establishing a model for the probability of detection as a 
function of various factors, such as flaw size, inspection conditions, and system parameters 
(Knott & Kabban, 2022a).

In the “â versus a” approach, regression analysis with censored data is the primary 
statistical technique. This method is employed when some flaw sizes remain unidentified 
(censored) by the NDT system. The goal is to address the censoring of non-detected flaws 
and estimate the probability distribution of the detected flaw sizes. The regression model 
can then be used to determine the mean and variance of the detected flaw size distribution, 
allowing for calculating the probability of detection curve based on the estimated 
distribution (Rentala & Kanzler, 2022).

The accuracy of the output is contingent upon the amount of input data; insufficient 
data can introduce bias. MIL-HDBK-1823A recommends analyzing a minimum of 40 
representative defect data points for the “â versus a” method, alongside signal strength 
(“â”) measurements and crack sizes (“a”) (Department of Defense Handbook, 2009). In 
contrast, the “hit/miss” method does not process signal values. Instead, it estimates the 
POD curve based on binary results, where a hit indicates that a crack was detected and 
a miss signifies that it was not. This method necessitates more data due to the limited 
information it yields, requiring at least 60 data sets to avoid bias and ensure a reliable POD 
curve (Virkkunen et al., 2019).

The a90/95 value derived from the estimated POD curve is particularly significant in 
these applications. This value indicates the defect size that can be detected with a 90% 
probability and a 95% confidence interval, thereby providing a tangible measure of the 
reliability and effectiveness of the NDT process (Kim et al., 2021).

In a conventional two-parameter model, three key metrics are of interest: a50, a90, 
and a90/95. These parameters reflect different aspects of the Probability of Detection 
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(POD) curve:
• a50: This represents the discontinuity size for which the mean POD is 50%. It 

indicates the size at which the probability of detection is statistically expected to 
be 50%.

• a90: This is the discontinuity size for which the mean POD is 90%. It denotes the 
size at which the probability of detection is expected to be approximately 90%.

• a90/95: This parameter refers to the upper 95% confidence bound on a90, providing 
a level of certainty that the true a90 lies below this value, with 95% confidence.

The two-parameter model imposes a specific behavior on the POD curve: As the size 
of the discontinuity approaches zero, the POD should converge to zero; conversely, as the 
size approaches infinity, the POD should approach one (Knopp et al., 2019).

Binary Hit/Miss Approach

Several possible outcomes can result from NDT evaluations aimed at identifying defects. 
These outcomes include:

1. True Positive (TP): A defect exists and is correctly detected by the assessment.
2. False Positive (FP): No defects exist, but an incorrect assessment indicates the 

presence of defects.
3. False Negative (FN): A defect exists, but the assessment fails to detect it.
4. True Negative (TN): No defect exists, and the assessment correctly indicates the 

absence of a defect.
Two critical, independent probabilities are considered to quantify the capability of the 

NDT methods (Keprate & Ratnayake, 2015):
• Probability of Detection (POD) or probability of true positives (P(TP))

This represents the likelihood that the assessment will correctly detect a defect. It 
is calculated using the following Equation 1:Equation 1: 

𝑃𝑃𝑃𝑃𝑃𝑃 𝑜𝑜𝑜𝑜 𝑃𝑃(𝑇𝑇𝑃𝑃) = 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃+𝐹𝐹𝐹𝐹

                                [1] 

 

• Probability of False Alarm (POFA) or probability of false positives (P(FP)) 

This represents the probability that the assessment incorrectly indicates the presence or 

absence of a defect. It is calculated using the following Equation 2: 

𝑃𝑃𝑃𝑃𝐹𝐹𝑃𝑃 𝑜𝑜𝑜𝑜 𝑃𝑃(𝐹𝐹𝑃𝑃) = 𝐹𝐹𝑃𝑃
𝑇𝑇𝑃𝑃+𝐹𝐹𝑃𝑃

    

   [1]

• Probability of False Alarm (POFA) or probability of false positives (P(FP))
This represents the probability that the assessment incorrectly indicates the 
presence or absence of a defect. It is calculated using the following Equation 2:

Equation 1: 

𝑃𝑃𝑃𝑃𝑃𝑃 𝑜𝑜𝑜𝑜 𝑃𝑃(𝑇𝑇𝑃𝑃) = 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃+𝐹𝐹𝐹𝐹

                                [1] 

 

• Probability of False Alarm (POFA) or probability of false positives (P(FP)) 

This represents the probability that the assessment incorrectly indicates the presence or 

absence of a defect. It is calculated using the following Equation 2: 

𝑃𝑃𝑃𝑃𝐹𝐹𝑃𝑃 𝑜𝑜𝑜𝑜 𝑃𝑃(𝐹𝐹𝑃𝑃) = 𝐹𝐹𝑃𝑃
𝑇𝑇𝑃𝑃+𝐹𝐹𝑃𝑃

       [2]

Signal Response “â versus a” Approach

The “â versus a” method is utilized in NDT when measurable responses, typically in the 
form of signal amplitudes, are generated by the NDT system instead of binary outcomes 
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like “hit” or “miss.” This approach is particularly useful for NDT systems that produce 
quantitative data, allowing for a more comprehensive system performance evaluation. It is 
commonly employed in techniques such as UT and ECT, where signal amplitude provides 
valuable information about the size and characteristics of defects.

In the “â versus a” method, specifically in UT, the echo amplitude “â” is proportional 
to the measured crack size “a.” This relationship helps determine if the echo amplitude 
“â” is degraded due to noise. Given the variability in the relationship between “â” and 
“a,” the goal is to establish a threshold value for “â” that maximizes crack detection while 
minimizing false alarms caused by noise. To address this challenge, ASTM E3023 and MIL-
HDBK-1823A utilize a linear function to relate “â” to “a” and calculate prediction intervals 
to account for noise and statistical uncertainty (ASTM E3023-21, 2021; Department of 
Defense Handbook, 2009).

This method allows for assessing the POD of a flaw based on the measured signal 
response and the flaw’s characteristics. However, unlike the hit/miss method, it lacks a 
single, straightforward formula.

PACM Experiment and Data Acquisition

PACM and PAUT share many similarities in the processes and equipment used, with 
the primary distinction in their defect detection approaches. PAUT employs steering 
and focusing of ultrasound beams to identify weld defects, whereas PACM maintains a 
normal beam orientation to detect material corrosion, lamination, or metal loss. This wave 
propagation resembles that of a 0-degree normal probe in UT. Both PAUT and PACM 
utilize A-, B-, C-, and S-scan displays to provide a comprehensive three-dimensional 
representation of inspection results, as illustrated in Figure 1.

Figure 1. PAUT and PACM result presentation
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Figure 2. Schematic of the PACM experiment 
specimen design

The A-Scan displays the reflected signals and measures ultrasound echo amplitudes, 
integral to the quantitative measurement of the “â versus a” method used in POD analysis. 
In contrast, the B-Scan (side view), S-Scan (sectoral view), and C-Scan (top view) provide 
qualitative defect information relevant to the “hit/miss” method for defect detection.

Selecting appropriate calibration standards is critical in PACM experiments. Choosing 
between side drill holes (SDH) and FBH is particularly important. While SDHs are used 
in some NDT applications, they may not be suitable for PACM calibration, especially 
with a normal beam ultrasound configuration, where the ultrasound travels perpendicular 
to the test piece surface.

The test blocks designed for the PACM experiment comprised FBHs of various 
diameters and depths, as well as surface slots with varying depths, as shown in Figure 2. 
This design was compared to three different materials: (1) CS, (2) stainless steel 304 (SS 
304), and (3) stainless steel 316 (SS 316).

The PACM experiment adhered to a standardized protocol from previous studies 
aligned with industry guidelines. The protocol specifies calibration procedures, transducer 
selection, and data acquisition parameters to ensure the consistency and comparability of 
the test results (Tai, Grzejda et al., 2023; Tai, Sultan, Shahar, Łukaszewicz et al., 2024).

A test specimen was subjected to controlled heating using a heat treatment machine, 
incrementally raising the temperature from 30 °C to 250 °C in 10-degree increments. This 
temperature variation aimed to mimic real-world conditions and assess the performance 
of the PACM under elevated temperature scenarios.

In the experimental setup, the specimens used for data collection included FBHs labeled 
A1 to A4 and B1 to B4, each with receptivity depths of 3 mm and 6 mm. Additionally, surface 
notches labeled C1 to C4 were incorporated, all 
having a consistent width of 5 mm but varying 
depths. As illustrated in Figure 3, which presents 
the C-scan results of the PACM experiment, this 
technique provides accurate depth measurements 
and visually differentiates depths using color 
coding. Furthermore, the size of the FBHs can 
be quantified using specialized software.

POD Method with Mh1823 Software

The MIL-HDBK-1823A manual provides a comprehensive guide for constructing POD 
studies (Department of Defense Handbook, 2009). It also includes a useful guide for 
downloading Mh1823 POD software, which is built on the R statistical and graphics engine 
(https://www.r-project.org/). This software is accessible through the Statistical Engineering 
website developed by Annis (2023).
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The binary hit/miss POD approach was selected for analyzing PACM results due to its 
clear graphical representation and ability to measure flaw sizes. The following definitions 
were used for POD curve generation:

• The determination of hit/miss status depended on the precision of the results 
obtained, with all indications considered significant.

• Depth indications and dimensions of notches C1 to C4 were excluded because of 
consistent deviations below 0.5 mm.

• Measurements of specimens FBH A1–A4 and B1–B4, each with varying depths, 
were taken both vertically (VD) and horizontally (HD) to assess their variability 
concerning specimen dimensions (SD).

• A total of 138 deviation data points were collected for each FBH, resulting in 
an aggregate of 1,104 data points across all eight FBH indications. Example 
experimental data for FBH A1 are presented in Table 1.

• Instances of deviation equal to or exceeding 10% of the designated size were 
classified as “miss,” while those below this threshold were labeled “hit.”

• The POD curve was generated based on the same FBH dimension data for each 
temperature across the three different material types.

Table 1 demonstrates a systematic deviation increase for CS test results as temperature 
rises, particularly above 150 °C. Key observations include:

• At 30 °C, deviations for all FBHs (A1–A4, B1–B4) remain ≤1 mm.
• At 190 °C, vertical deviations (VD) reach 1.2 mm (FBH A1), and horizontal 

deviations (HD) peak at 0.79 mm.

Figure 3. PACM data example to indicate the vertical and horizontal dimensions
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• At 250 °C, HD deviations for FBH B1 exceed 0.7 mm, approaching the 10% 
threshold for “miss” classification.

RESULTS AND DISCUSSION 

The “hit/miss” model is a core component of POD analysis, facilitating the quantification 
of the likelihood of correctly detecting flaws or defects. This model offers four distinct 
link functions, each with unique mathematical characteristics:

1. Logit, Logistic, or Log-Odds Function: The Logit function is widely used in POD 
analysis due to its compatibility with binary outcomes. It transforms the probability 
of detection into log-odds, which aids in regression analysis and curve fitting.

2. Probit or Inverse Normal Function: Probit analysis serves as an alternative approach 

Table 1 
Experiment PACM data for carbon steel FBH A1

CS test 1 CS test 2 CS test 3
SD VD D HD D VD D HD D VD D HD D

30 °C 20 21 1 20.01 0.01 20.7 0.7 19.69 0.31 19.31 0.69 20.06 0.06
40 °C 20 20.7 0.7 20.17 0.17 20.1 0.1 19.85 0.15 20.25 0.25 20.48 0.48
50 °C 20 19.7 0.3 19.85 0.15 20 0 19.69 0.31 21.6 1.6 20.32 0.32
60 °C 20 19.5 0.5 20.01 0.01 20.2 0.2 20.48 0.48 19.53 0.47 20.01 0.01
70 °C 20 20.8 0.8 20.17 0.17 21.2 1.2 20.05 0.05 21.32 1.32 20.32 0.32
80 °C 20 20.8 0.8 19.91 0.09 21.5 1.5 20.64 0.64 19.5 0.5 20.48 0.48
90 °C 20 21.1 1.1 19.63 0.37 21 1 20.52 0.52 20.24 0.24 20.35 0.35
100 °C 20 20.3 0.3 20.05 0.05 20.5 0.5 19.05 0.95 19.8 0.2 19.37 0.63
110 °C 20 20.5 0.5 20.15 0.15 20 0 19.21 0.79 20.42 0.42 19.15 0.85
120 °C 20 20.6 0.6 19.59 0.41 19.71 0.29 19.37 0.63 20.07 0.07 19.37 0.63
130 °C 20 20.4 0.4 19.53 0.47 20.43 0.43 19.15 0.85 20.43 0.43 19.04 0.96
140 °C 20 19.5 0.5 19.63 0.37 20.25 0.25 20.48 0.48 20.25 0.25 20.48 0.48
150 °C 20 19.6 0.4 19.53 0.47 20.45 0.45 20.32 0.32 19.89 0.11 20.64 0.64
160 °C 20 20.5 0.5 20.01 0.01 20.61 0.61 19.47 0.53 20.25 0.25 20.01 0.01
170 °C 20 20.7 0.7 19.69 0.31 21.17 1.17 20.17 0.17 21.32 1.32 20.45 0.45
180 °C 20 21 1 20.03 0.03 21.14 1.14 20.17 0.17 21.14 1.14 21.12 1.12
190 °C 20 21.2 1.2 19.21 0.79 20.07 0.07 20.17 0.17 20.79 0.79 20.76 0.76
200 °C 20 21.3 1.3 19.15 0.85 20.43 0.43 19.53 0.47 20.79 0.79 20.7 0.7
210 °C 20 21.1 1.1 20.21 0.21 21.14 1.14 20.48 0.48 20.07 0.07 20.01 0.01
220 °C 20 20.5 0.5 20.17 0.17 19.95 0.05 20.64 0.64 19.71 0.29 19.05 0.95
230 °C 20 21 1 20.41 0.41 20.78 0.78 20.64 0.64 19.8 0.2 20.05 0.05
240 °C 20 20 0 20.17 0.17 20.96 0.96 20.96 0.96 20.61 0.61 19.53 0.47
250 °C 20 20.2 0.2 20.64 0.64 20.79 0.79 20.7 0.7 19.53 0.47 20.64 0.64

Notes. All units in mm. SD = specimen diameter;VD = vertical dimension; HD = horizontal dimension; D = 
deviation
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that utilizes the cumulative distribution function of a standard normal distribution. 
This method can be advantageous when the logit function does not adequately 
fit the data.

3. Complementary Log-Log Function, Weibull: The Complementary Log-Log 
function effectively models rare events and tail probabilities, making it useful 
when dealing with extreme values during detection.

4. Loglog Function: The Loglog function is another option for modeling POD data, 
although it is less commonly utilized. This function is particularly beneficial for 
handling complex data distributions.

The MH1823 POD software allows users to select the most appropriate link function 
after inputting the data points. It provides eight possible POD curves, comprising four link 
functions for selection, as illustrated in Figure 4.

Figure 4. Eight possible POD curves generated from four-link functions
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In this study, all POD curves are modeled using the logit function, which is defined as 
the natural logarithm of the odds ratio. The odds ratio represents the ratio of the POD to the 
probability of non-detection. Mathematically, the logit function is expressed as Equation 3.

   [3]

Where P denotes the probability of detection, ln denotes the natural logarithm function.
Applying the logit function transforms the POD, originally ranging from 0 to 1, into 

a scale from negative to positive infinity. This transformation facilitates using linear 
regression techniques, which are simpler and more interpretable compared to non-linear 
models.

A notable advantage of the logit function is its symmetry around P=0.5. This symmetry 
implies that equal weight is assigned to both the probability of detection and non-detection, 
which is particularly beneficial in POD analysis, where both false positives and false 
negatives are significant.

The POD curve typically consists of a solid line and dotted lines. The solid line represents 
the estimated POD for a given flaw size, while the dotted lines indicate the confidence bounds 
around the estimated POD. These bounds reflect the level of uncertainty associated with the 
estimate, with their width depending on the amount and variability of the data. The solid line 
is the primary focus, providing an estimate of the probability of detecting a flaw of a given 
size. In contrast, the dotted lines convey the reliability of that estimate.

It is important to clarify that “a50” does not indicate the discontinuity size at which 
the mean POD reaches 50%, nor does it imply that 50% of the PACM indications align 
precisely with this size without deviation. Similarly, “a90” refers to the size at which the 
detection probability is expected to be approximately 90%.

A meticulous examination of the plotted POD curves reveals that PACM demonstrates 
robust detection capabilities across various materials and temperatures, ranging from 30 °C 
to 250 °C. The Hit/Miss POD results prioritize the accuracy of identified flaws, ensuring 
deviations remain below the 10% threshold.

This analysis underscores the reliability and efficacy of PACM in identifying flaws 
within diverse materials over a wide operational temperature range. The emphasis on 
minimizing deviations in the Hit/Miss POD approach further enhances the precision of 
defect identification and characterization.

Upon comparing all POD curves, four distinct clusters are observed. Table 2 presents the 
a50, a90, and a90/95 values for all temperatures from 30 °C to 250 °C across these clusters.

The variability in POD outcomes can be attributed to inherent differences in data 
combinations and collection methodologies. This variance highlights the absence of a 
consistent pattern in the POD curves, emphasizing the importance of considering these 
factors when interpreting the results.
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Table 2
a50, a90, and a90/95 in four clusters

Temp (°C) a50 a90 a90/95
Cluster 1 60 5.539 16.89 22.09

70 7.372 17.98 22.84
100 7.572 19.91 26.11
110 7.213 18.27 23.36
130 6.574 17.33 22.24
140 3.844 17.53 24.65
150 5.279 17.85 24.06
160 5.459 17.16 22.67
190 6.655 17.67 22.72
200 8.521 18.27 22.59

Cluster 2 80 5.948 15.01 18.84
90 6.239 16.46 20.96
120 8.202 15.43 18.44
170 4.041 16.02 21.62
250 6.692 16.49 20.77

Cluster 3 30 2.153 22.46 NA
40 1.811 23.77 NA
50 0.576 22.70 NA
210 1.684 22.25 NA

Cluster 4 220 6.523 22.41 32.77
230 3.784 21.94 35.74
240 6.555 21.98 31.68

The first cluster, illustrated in Figure 5, 
was formed at 190 °C. It displays a a50 of 
6.655 mm, indicating that 50% of the FBHs 
larger than this size exhibit no deviation. 
In comparison, a90 at 17.67 mm denotes a 
90% probability of no deviation for FBHs 
with dimensions equal to or greater than 
17.67 mm. Additionally, the a90/95 value 
is 22.72 mm, which exceeds all processed 
data. The values of a50 , a90 , and a90/95 can 
be obtained from the graph (highlighted in 
red). This group predominantly includes 
temperatures of 60 °C, 70 °C, 100 °C, 110 
°C, 130 °C, 140 °C, 150 °C, 160 °C, 190 
°C, and 200 °C.

The second cluster includes temperatures 
of 80 °C, 90 °C, 120 °C, 170 °C, and 250 
°C, with one of the curves representing data 
collected at 250 °C, as shown in Figure 6. 
At this temperature, the recorded values for 
a50, a90, and a90/95 offer valuable insights 
into the flaw detection capabilities of the 
PACM technique. The a50 value at 250 °C 
is 6.692 mm, indicating a 50% probability of detecting a flaw with a diameter of 6.692 
mm or larger. This suggests that the PACM technique maintains a relatively high level of 
accuracy in detecting flaws at this temperature, even for smaller flaw sizes.

The value of a90 at 250 °C is 16.49 mm, indicating a 90% probability of detecting a 
flaw with a diameter of 16.49 mm or larger. This suggests that the PACM technique is highly 
reliable in detecting larger flaws at high temperatures, with a low rate of false negatives. The 
value of a90/95 at 250 °C is 20.77 mm, which indicates a 95% probability of detecting a 
flaw with a diameter of 20.77 mm or larger, given that a flaw with a diameter of 16.49 mm 
or larger has already been detected with 90% probability. This value provides insight into the 
consistency and reliability of the PACM technique in detecting flaws at high temperatures.

In the third cluster, which includes temperatures of 30 °C, 40 °C, 50 °C, and 210 °C, 
as shown in Figure 7, a noteworthy observation is made. At 30 °C, there is a significant 
reduction in the value of a50, measured at 2.153 mm, compared to the other clusters.

The POD curve at 30 °C shows a significant reduction in the value of a50, indicating 
that the probability of detecting a 5 mm diameter flaw is lower at this temperature compared 
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Figure 5. 190 °C POD curve

Figure 6. 250 °C POD curve
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Figure 7. 30 °C POD curve

to others. This reduction can be attributed to the lower deviation observed in the 5 mm 
diameter FBH A4 and B4, which may be due to well-conditioned data or a high level of 
accuracy in the PACM technique at lower temperatures.

Furthermore, all graphs within this cluster indicate “NA” for a90/a95, meaning that 
the parameter does not exist at 30 °C. This occurs because the lower bound never reaches 
a POD value of 0.9, which is necessary to calculate a90/a95. This anomaly may also be 
attributed to well-conditioned data or a high level of accuracy in the PACM technique at lower 
temperatures, resulting in a POD ceiling where the maximum attainable POD is less than 1.

In summary, the lower deviation observed in the 5 mm diameter FBH A4 and B4, along 
with the absence of a90/a95 at 30 °C, suggests that the PACM technique demonstrates high 
accuracy without deviation in detecting smaller flaws at lower temperatures. However, 
data conditioning and the POD ceiling should still be considered when interpreting POD 
curves to ensure an accurate assessment of the PACM technique’s performance, detecting 
flaws at different temperatures.

The fourth cluster, comprising temperatures of 220 °C, 230 °C, and 240 °C, exhibits 
distinct characteristics that set it apart from the other clusters. As depicted in Figure 8, the 
POD curve for this cluster at 230 °C shows a50 and a90 values of 3.784 mm and 21.94 mm, 
respectively. Notably, the hit-and-miss data patterns observed at this dimension resemble 
those in cluster 1. 
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The above graphs demonstrate that most data have deviations below 10%. This 
indicates that PACM can be effectively utilized in high-temperature operations and across 
three types of materials.

POD Curve Analysis

The PACM technique demonstrated robust detection capabilities for larger flaws (≥17 
mm) at all temperatures, with a90 values consistently exceeding 16 mm (Table 2). At high 
temperatures (e.g., 250 °C), the a90/95 value (20.77 mm) indicates a 95% confidence in 
detecting flaws ≥20.77 mm, which is comparable to low-temperature performance (e.g., 
30 °C, a90 = 22.46 mm). However, smaller flaws (≤5 mm) showed reduced detectability at 
high temperatures due to increased ultrasonic attenuation and thermal noise. This suggests 
PACM is reliable for critical flaw detection in high-temperature environments but requires 
additional validation for minor defects.

Standardization of PACM Accuracy

To establish PACM accuracy, we propose adopting the MIL-HDBK-1823A guidelines for 
POD analysis, which define a90/95 as the critical metric for system reliability (Department 
of Defense Handbook, 2009; Tai, Sultan, Shahar, Yidris et al., 2024). Additionally, 

Figure 8. 230 °C POD curve



1902 Pertanika J. Sci. & Technol. 33 (4): 1887 - 1906 (2025)

Jan Lean Tai, Mohamed Thariq Hameed Sultan and Farah Syazwani Shahar

referencing ASTM E2862-23 (2023) guidelines provides a standardized approach to POD 
analysis, critical for quantifying system reliability in NDT applications.

CONCLUSION

In the field of NDT, the POD serves as a critical metric for quantifying the likelihood of 
identifying specific targets or flaws through designated inspection methods. This study aimed 
to assess the effectiveness of PACM for detecting corrosion in high-temperature environments, 
specifically up to 250 °C, and to quantify its reliability through a POD analysis.

Our research has established that PACM can be effectively applied to CS, SS 304, and 
SS 316 surfaces within the experimental temperature range of 30 °C to 250 °C. Through 
comprehensive POD analysis using the binary hit/miss method, we have shown that PACM 
maintains robust detection capabilities across various materials and temperatures, with 
distinct clusters of a50, a90, and a90/95 values indicating consistent performance metrics.

The study contributes to the field by expanding the operational temperature range for 
reliable ultrasonic corrosion detection and offering a systematic approach to assessing 
PACM accuracy using POD analysis. This advancement addresses a significant gap in 
current industrial inspection capabilities, particularly for on-stream inspections in the 
petrochemical industry, where high-temperature operations are common.

While the hit/miss method provided valuable insights, future research should explore 
the “â versus a” method for POD analysis in PACM. This approach, which considers the 
size of detected flaws relative to their actual dimensions, has the potential to enhance the 
accuracy and depth of POD analysis. By incorporating A-Scan amplitude signals, this 
method could provide a more nuanced understanding of flaw-detection mechanisms and 
improve the precision of PACM inspections.

However, implementing the “â versus a” method presents practical challenges, 
particularly in data acquisition and comparison. The method requires extensive datasets 
to establish reliable relationships between detected and actual flaw sizes, which demands 
significant resources and time. Additionally, differences in data analysis techniques 
between the “â versus a” and hit/miss methods may complicate direct comparisons of 
results. Addressing these challenges will require standardized protocols and potentially 
new analytical frameworks to ensure consistent and comparable outcomes across different 
inspection scenarios.

The current study has limitations that should be acknowledged. Our research focused 
on three specific materials (CS, SS 304, SS 316) and relatively simple flaw geometries. 
While these materials are commonly used in industrial applications, the universal 
applicability of PACM needs further validation across diverse alloys and more complex 
defect configurations. Additionally, our laboratory-based experiments may not fully capture 
the variability and challenges of real-world inspection environments.
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To build upon this research, we recommend several specific directions for future work:
1. Integrating the “â versus a” method into PACM POD analysis to enhance accuracy 

and provide a more detailed characterization of detected flaws.
2. Developing temperature-compensated calibration standards specifically designed 

for PACM inspections would improve consistency and reliability across different 
operational temperatures.

3. Conducting field trials in operational petrochemical plants to validate laboratory 
findings under actual industrial conditions and demonstrate the practical benefits 
of PACM in reducing downtime and maintenance costs.

By addressing these recommendations, future research can further establish PACM as a 
cornerstone technology for corrosion detection in high-temperature industrial applications, 
ultimately contributing to enhanced operational safety, extended equipment life, and 
reduced maintenance costs in the petrochemical and related industries.

ACKNOWLEDGEMENT

The authors are grateful for the financial support given by the Ministry of Higher Education 
Malaysia (MOHE) under the Higher Institution Centre of Excellence (HICOE2.0/5210004) 
at the Institute of Tropical Forestry and Forest Products. The authors would also like to 
express their gratitude to the Department of Aerospace Engineering, Faculty of Engineering, 
Universiti Putra Malaysia, and the Laboratory of Biocomposite Technology, Institute of 
Tropical Forestry and Forest Products (INTROP), Universiti Putra Malaysia (HICOE) for 
their close collaboration in this study.

REFERENCES
Aiello, G., Ben, J., Carpitella, S., Certa, A., Enea, M., & La Cascia, M. (2020). A decision support system to 

assure high-performance maintenance service. Journal of Quality in Maintenance Engineering, 27(4), 
651-670. https://doi.org/10.1108/JQME-11-2019-0107

Al-Marri, A. N., Nechi, S., Ben-Ayed, O., & Charfeddine, L. (2020). Analysis of the performance of TAM in 
oil and gas industry: Factors and solutions for improvement. Energy Reports, 6, 2276–2287. https://doi.
org/10.1016/j.egyr.2020.08.012

Al-Turki, U., Duffuaa, S., & Bendaya, M. (2019). Trends in turnaround maintenance planning: Literature 
review. Journal of Quality in Maintenance Engineering, 25(2), 253-271. https://doi.org/10.1108/JQME-
10-2017-0074

Annis, C. (2023). Statistical Engineering. (2023). https://statistical-engineering.com/

ASTM E3023-21. (2021). Standard Practice for Probability of Detection Analysis for a Versus a Data. ASTM 
International. https://store.astm.org/e3023-21.html

ASTM E2862-23. (2023). Standard Practice for Probability of Detection Analysis for Hit/Miss Data. ASTM 
International. https://store.astm.org/e2862-23.html



1904 Pertanika J. Sci. & Technol. 33 (4): 1887 - 1906 (2025)

Jan Lean Tai, Mohamed Thariq Hameed Sultan and Farah Syazwani Shahar

Bajgholi, M. E., Rousseau, G., Ginzel, E., Thibault, D., & Viens, M. (2023). Total focusing method applied 
to probability of detection. International Journal of Advanced Manufacturing Technology, 126(7–8), 
3637–3647. https://doi.org/10.1007/s00170-023-11328-x

Bato, M. R., Hor, A., Rautureau, A., & Bes, C. (2020). Experimental and numerical methodology to obtain 
the probability of detection in eddy current NDT method. NDT and E International, 114, Article 102300. 
https://doi.org/10.1016/j.ndteint.2020.102300

Cherry, M., & Knott, C. (2022). What is probability of detection? Materials Evaluation, 80(12), 24–28. https://
doi.org/doi.org/10.32548/2022.me-04324

Department of Defense Handbook. (2009). Nondestructive evaluation system reliability assessment. Department 
of Defense Handbook. https://statistical-engineering.com/wp-content/uploads/2017/10/MIL-HDBK-
1823A2009.pdf

Dominguez, N., Rodat, D., Guibert, F., Rautureau, A., & Calmon, P. (2016). POD evaluation using simulation: 
Progress, practice and perspectives regarding human factor. AIP Conference Proceedings, 1706, 3–9. 
https://doi.org/10.1063/1.4940651

Elwerfalli, A., Khan, M. K., & Munive-Hernandez, J. E. (2019). Developing turnaround maintenance (TAM) 
model to optimize TAM performance based on the critical static equipment (CSE) of GAS plants. 
International Journal of Industrial Engineering and Operations Management, 01(01), 12–31. https://
doi.org/10.46254/j.ieom.20190102

Goursolle, T., Fauret, T., & Juliac, E. (2016). Effect of data amount on probability of detection estimation: 
Application to Eddy current testing. e-Journal of Nondestructive Testing, 21(7), 1-8. http://
creativecommons.org/licenses/by/3.0/

Hlophe, S. C., & Visser, J. K. (2018). Risk management during outage projects at power plants. South African 
Journal of Industrial Engineering, 29(3), 82–91. https://doi.org/10.7166/29-3-2051

Jory, C. (2019). Tips for internal corrosion using the echo to echo technique with compression. The NDT 
Technician, 18(3), 8-11.

Keprate, A., & Ratnayake, R. (2015). Probability of detection as a metric for quantifying NDE capability: The 
state of the art. Journal of Pipeline Engineering, 14(3), 2015–2017.

Kim, F. H., Pintar, A., Obaton, A. F., Fox, J., Tarr, J., & Donmez, A. (2021). Merging experiments and computer 
simulations in x-ray computed tomography probability of detection analysis of additive manufacturing 
flaws. NDT and E International, 119, Article 102416. https://doi.org/10.1016/j.ndteint.2021.102416

Knopp, J. S., Ciarallo, F., & V.Grandhi, R. (2019). Developments in probability of detection modeling and 
simulation studies. Materials Evaluation, 73(1), 55–61.

Knott, C. E., & Kabban, C. S. (2022a). Confidence interval comparisons for probability of detection on hit/
miss data. Materials Evaluation, 80(12), 50–65. https://doi.org/doi.org/10.32548/2022.me-04273

Knott, C. E., & Kabban, C. S. (2022b). Modern design and analysis for hit/miss probability of detection studies 
using profile likelihood ratio confidence intervals. Materials Evaluation, 80(12), 32–49. https://doi.org/
doi.org/10.32548/2022.me-04272



1905Pertanika J. Sci. & Technol. 33 (4): 1887 - 1906 (2025)

Analysis of PACM Data Using POD Method

Kojima, M., Takahashi, H., & Kikura, H. (2019). Evaluation of capabilities on ultrasonic testing examiners 
using probability of defect detection and cumulative failure probability. Journal of Advanced Maintenance, 
11(2), 65–78.

Marcotte, O., & Liyanage, T. (2017). Nondestructive examination (NDE) used fuel containers probability of 
detection for increased probability of detection. The American Society for Nondestructive Testing. https://
source.asnt.org/nondestructive-examination-(nde)-of-used-fuel-containers-for-increased-probability-of-
detection/

Rentala, V. K., & Kanzler, D. (2022, October 24-27). Theoretical POD Assessment of an NDE 4.0 Application 
under the Context of Aero-Engine Lifing. In Proceedings of the 2nd International Conference on NDE 
(Vol. 4). Berlin, Germany. https://conference.nde40.com/Portals/NDE40_2021/bb/We.1.B.1.pdf

Rentala, V. K., Mylavarapu, P., & Gautam, J. P. (2018). Issues in estimating probability of detection of 
NDT techniques - A model assisted approach. Ultrasonics, 87, 59–70. https://doi.org/10.1016/j.
ultras.2018.02.012

Ribay, G., Mahaut, S., Cattiaux, G., & Sollier, T. (2017, September 4-7). Assessment of the reliability of 
phased array NDT of coarse grain component based on simulation. In 7th European-American Workshop 
on Reliability of NDE (Vol. 22, No. 12). Potsdam, Germany. http://www.nde-reliability.de/portals/nde17/
BB/21.pdf

Rodat, D., Guibert, F., Dominguez, N., & Calmon, P. (2017). Operational NDT simulator, towards human 
factors integration in simulated probability of detection. In AIP Conference Proceedings (Vol. 1806, No. 
1). AIP Publishing. https://doi.org/10.1063/1.4974719

Tai, J. L., Grzejda, R., Sultan, M. T. H., Łukaszewicz, A., Shahar, F. S., Tarasiuk, W., & Rychlik, A. (2023). 
Experimental investigation on the corrosion detectability of A36 low carbon steel by the method of 
phased array corrosion mapping. Materials, 16(15), Article 5297. https://doi.org/10.3390/ma16155297

Tai, J. L., Sultan, M. T. H., Tarasiuk, W., Napiórkowski, J., Łukaszewicz, A., & Shahar, F. S. (2023). Ultrasonic 
velocity and attenuation of low-carbon steel at high temperatures. Materials, 16(14), Article 5123. https://
doi.org/10.3390/ma16145123

Tai, J. L., Sultan, M. T. H., Shahar, F. S., Łukaszewicz, A., Oksiuta, Z., & Grzejda, R. (2024). Ultrasound 
corrosion mapping on hot stainless steel surfaces. Metals, 14(12), 1–16. https://doi.org/10.3390/
met14121425

Tai, J. L., Sultan, M. T. H., Shahar, F. S., Yidris, N., Basri, A. A., & Shah, A. U. M. (2024). Exploring probability 
of detection (POD) analysis in nondestructive testing: A comprehensive review and potential applications 
in phased array ultrasonic corrosion mapping. Pertanika Journal of Science and Technology, 32(5), 
2165–2191. https://doi.org/10.47836/pjst.32.5.14

Virkkunen, I., Koskinen, T., Papula, S., Sarikka, T., & Hänninen, H. (2019). Comparison of â versus a and hit/
miss POD-estimation methods: A European viewpoint. Journal of Nondestructive Evaluation, 38, Article 
89. https://doi.org/10.1007/s10921-019-0628-z

Yusa, N. (2017). Probability of detection model for the non-destructive inspection of steam generator 
tubes of PWRs. Journal of Physics: Conference Series, 860(1), 6–13. https://doi.org/10.1088/1742-
6596/860/1/012032



1906 Pertanika J. Sci. & Technol. 33 (4): 1887 - 1906 (2025)

Jan Lean Tai, Mohamed Thariq Hameed Sultan and Farah Syazwani Shahar

Yusa, N., Tomizawa, T., Song, H., & Hashizume, H. (2018). Probability of detection analyses of eddy 
current data for the detection of corrosion. Nondestructive Testing and Diagnostics, 4, 3–7. https://doi.
org/10.26357/BNiD.2018.031

Zhu, J., Min, Q., Wu, J., & Tian, G. Y. (2018). Probability of detection for eddy current pulsed thermography 
of angular defect quantification. IEEE Transactions on Industrial Informatics, 14(12), 5658–5666. https://
doi.org/10.1109/TII.2018.2866443



Pertanika J. Sci. & Technol. 33 (4): 1907 - 1922 (2025)

Journal homepage: http://www.pertanika.upm.edu.my/

© Universiti Putra Malaysia Press

SCIENCE & TECHNOLOGY

e-ISSN: 2231-8526

Article history:
Received: 27 September 2024
Accepted: 08 April 2025
Published: 04 July 2025

ARTICLE INFO

DOI: https://doi.org/10.47836/pjst.33.4.11

E-mail addresses:
josnno@yahoo.com (Joseph Sunday Ojo) 
lojo@unilag.edu.ng (Olalekan Lawrence Ojo) 
stephenoluojo@gmail.com (Stephen Adebayo Olu-Ojo) 
* Corresponding author

Stochastic Distribution of Channel Allocation Algorithm for 5G 
and Future Generation Ultra-Dense Networks Applications

Joseph Sunday Ojo1*, Olalekan Lawrence Ojo2 and Stephen Adebayo Olu-Ojo1

1Department of Physics, Federal University of Technology, P.M.B 704, Akure, Nigeria
2Department of Physics, University of Lagos, P.M.B. 1012, Yaba, 101245, Lagos, Nigeria

ABSTRACT

Channel allocation technique (CAT) is a crucial tool for assigning channels to cells in mobile 
telecommunication networks. It ensures scalability and meets the increasing demand for quality 
services in fifth-generation (5G) and future networks like sixth-generation (6G). However, multi-
access channels in CAT can lead to inter-system interference, requiring enhanced spectral efficiency 
through advanced long-term evolution (LTE-A) technologies. This study evaluates stochastic CAT 
distribution in ultra-dense tropical environments, emphasizing its potential to support 6G’s higher 
capacity and ultra-low latency of one microsecond. The evaluation is based on the LTE-A network 
model in the network simulation environment (NS3), testing with various network loads (i.e., the 
number of users) and typical mobile network providers (Operators A, B, and C). The goal is to 
assess the impact of inter-cell interference on LTE/LTE-A system performance using algorithms 
like soft frequency fractional reuse (SFFR), soft frequency reuse (SFR), and dynamic frequency 
fractional reuse (DFFR). Results from simulations comparing fractional frequency reuse techniques 
indicate that CAT improves signal quality for users. Further research reveals that SFFR is less 
flexible and performs poorly in the system, while SFR and DFFR reduce interference between 

cells, enhancing performance at cell edges. 
Additionally, among mobile service providers in 
Nigeria and based on random user distribution, 
Operator A delivers superior quality of service 
compared to Operators B and C, reflecting better 
system performance over larger areas.

Keywords: 5G network, channel algorithm technique, 
fractional frequency reuse, future generation, local 
network, mobile telecommunications, stochastic 
distribution, ultra-dense environment
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INTRODUCTION

The proliferation of mobile networks globally has demonstrated consistent growth over the 
past decade, largely due to the widespread adoption of cellular data connections. A large 
global population has embraced wireless cellular networks as the primary access to various 
communication services such as internet connectivity, banking, voice communication, 
entertainment, and text messaging, among others. As a result, the demand for mobile 
network services continues to increase daily. The integration of data connections into 
mobile cellular networks has enabled subscribers to engage in a wide range of activities 
through their mobile devices, including browsing the internet, making online purchases, 
listening to audio or video content, and facilitating monetary payments. 

Using Nigeria as a case study, the number of subscribers to wireless internet connections 
has consistently risen thanks to the Global System for Mobile Communication (GSM), 
from 63 million in February 2014 to 87 million in April 2015 and now surpassing 100 
million (Kuboye, 2017).

There has been a significant leap in technology from the first-generation (1G) to 5G, 
bringing new possibilities and opportunities. The recent 5G algorithm, representing cutting-
edge technology, includes numerous innovative features aimed at addressing deficiencies 
in contemporary mobile communication solutions. These shortcomings have arisen due to 
evolving societal habits and increased requirements for wireless mobile communication 
(Alotaibi, 2023; Kuboye, 2018; Nordrum et al., 2017).

Traditionally, the cellular infrastructure strategy has focused on constructing a limited 
number of strong cell towers to expand cellular coverage over large areas. However, 
ensuring extensive coverage and establishing consistent connections with minimal latencies 
present significant challenges for today’s infrastructure, especially for mobile service 
providers in Nigeria. These challenges have emerged due to the significant increase in 
connected mobile devices, higher bandwidth demands, and increased data consumption 
rates (Abejide, 2014; Nordrum et al., 2017).

Cellular systems have been a well-established solution for wireless communication 
over the past three decades. The rapid growth of high-speed multimedia applications, 
driven by advancements in cellular networks and mobile devices, has led to a growing 
demand for such services. Telecom operators, in response to this demand, are using the 
available spectrum more aggressively. However, this aggressive utilization has led to 
the concept of inter-cell interference (ICI), which is now causing traffic congestion in 
telecommunication network infrastructure (Islam & Chowdhury, 2013). The demand 
for faster data speeds has placed significant constraints on the existing cellular wireless 
infrastructure. Therefore, network designers must closely examine ICI behaviors to 
accurately estimate network performance for real-time applications and efficiently 
optimize resources (Bilal, 2017).
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Stochastic distributions are models that depict the behavior of random variables over 
time. They can be used to model the variability of the wireless channel, which is influenced 
by interference, signal attenuation, and fading in wireless networks. Wireless networks can 
utilize stochastic processes to adapt to changing conditions and enhance their performance 
accordingly (Kodumuri, 2024). Therefore, a stochastic distribution is crucial in this study 
to optimize the distribution of users for optimal network performance. Additionally, data 
generated by wireless networks can be analyzed and learned from to identify patterns 
and trends, predict future network conditions, and make decisions that enhance network 
performance.

The LTE serves as the standardized nomenclature for the mobile technology initiative 
undertaken by the third-generation partnership project (3GPP), it transformed into a drive 
that developed fourth-generation (4G) and 5G mobile technology for data networks, voice 
and visual communication (Oguntoyinbo, 2013). The transformation that led to 4G network 
operation has prompted the telecom providers to adopt LTE-A (Peters et al., 2009).

The LTE-A networks provide peak downlink and uplink data speeds of up to 326 and 
86.4 Mbps, respectively, with a 20 MHz bandwidth. LTE also offers adjustable bandwidth 
options ranging from 1.4 to 20 MHz. This feature can reduce latency to as low as 10 ms 
between the transmitter and the user, allowing for a transition time from inactive to active 
of less than 100 ms.

The LTE/LTE-A architecture consists of the user equipment (UE), which refers to 
the mobile devices used by end-users for wireless communication, such as cell phones 
and laptops with mobile broadband adapters. The advanced global terrestrial wireless 
communication network (UE-evolution packet core) handles communication via radio, 
maintaining bearer and UE settings. The Mobility Management Entity (MME) tracks user 
location, manages security, and handles paging procedures. The Packet Data Network 
Gateway (PGW) interacts with the outside world through the Serving Gateway (SGW) 
interface.

The simulation model of the LTE-Evolved Packet Core (LTE-EPC) data channel 
protocol is shown in Figure 1, depicting four sections linked together within a single unit. 
The model simplifies by combining PGW and SGW capabilities into an SGW/PGW unit, 
and UE and remote host compartments into transmission control protocol/user datagram 
protocol (TCP/UDP) nodes. This integration eliminates the need for S5 or S8 connections 
in NS3 simulations.

Frequency domain multiplexing (FDM) is the foundation for multiple access 
distribution in LTE networks. The downlink and uplink broadcasts use several methods, 
including: Single-carrier Frequency Division Multiple Access (SC-FDMA) for uplink 
distribution and orthogonal frequency-division multiple access (OFDMA) for downstream 
distribution. The SC-FDMA and OFDMA techniques offer distinct advantages compared 
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to earlier technologies like code division multiple access (CDMA), contributing to 
the robustness of communication and enabling effective management of interference. 
Additionally, multiple access techniques allow for the exploitation of multiuser diversity 
at finer granularities, enhancing the handling of frequency-selective fading and supporting 
various users experiencing different communication conditions during mobility (Abukharis 
et al., 2014; Zaki, 2012).

The performance of the system as a whole, as well as cell-edge users, is greatly 
impacted by interference from adjacent cells. Boudreau et al. (2009) and Himayat et al. 
(2010) investigated ways to mitigate ICI to assist cell-edge users experiencing slow speeds 
and poor quality of service (QoS). SFR, a type of inter-cell interference coordinator (ICIC) 
designed specifically for LTE platforms, is one such method.

The ICIC method can be categorized into two strategies: interference mitigation and 
avoidance.

(i) Interference mitigation focuses on reducing or suppressing ICI either at the point 
of sending signals or at the receiving end. Various methods fall under ameliorating inter-

Figure 1. The architecture of the Long-Term Evolution-Evolved Packet Core (LTE-EPC) model, providing 
the LTE-EPC simulation model within NS3 (Liu, 2022)
Note. UE = User equipment; eNB = Evolved node B; SGW/PGW = Serving Gateway/Packet Data Network 
Gateway; APP = Application code; IP = Internet protocol; TCP/UDP = Transmission Control Protocol/User 
Datagram Protocol; PDCP = Packet Data Convergence Protocol; GTP = General Tunnelling Protocol; RLC 
= Radio Link Control; UDP = User Datagram Protocol; MAC = Media Access Control; PHY= Physical 
layer; S1-U = User Plane Interface
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system interference, such as:
• Interference averaging: This technique aims to minimise ICI by averaging out its 

effects. It involves statistical approaches that calculate the average interference 
power and adaptively adjust transmission parameters to mitigate its impact.

• Interference cancellation: This technique involves actively cancelling out the 
interfering signals to reduce ICI. Methods like beam forming can be employed to 
nullify or attenuate the interfering signals, improving overall network performance.

• Adaptive beam forming: This technique utilises smart antennas to dynamically 
adapt their beam patterns to minimise ICI. By steering transmission beams towards 
intended receivers and away from interfering cells, adaptive beam forming reduces 
the impact of ICI on network performance.

(ii) Interference avoidance refers to a set of frequency reuse algorithms implemented 
to introduce limitations on the transmission power and resource allocation. Its main 
objective is to reduce ICI while simultaneously making the intended signal better. This 
scheme is characterised by its avoidance strategy, aiming to reduce ICI without imposing 
additional computational burdens or requiring extra hardware elements on user devices. Its 
effectiveness lies in optimising LTE networks to deliver high-quality services to cell-edge 
users without compromising the performance of the customers using the cell centre. By 
implementing effective ICIC techniques in wireless networks, the goal is to significantly 
mitigate ICI and enhance overall network performance.

The paper is divided into various sections to discuss the related work used as a literature 
review and the definitions of notable terms such as throughput, packet delay, and packet 
loss ratio (PLR). The simulation method used, results, discussion, and conclusions are also 
included to summarize the work and highlight potential drawbacks for future research.

RELATED WORK

A low-complexity distributed SFR scheduling system with user categorization, balanced 
fairness, and throughput optimisation for all users was presented by Lee et al. (2013). Within 
a cell, the cell-centre band (CCB) and the cell-edge band (CEB) are the two distinct spectrum 
bands used in the method. Cell-edge users (CEUs) are users who are more affected by 
interference from nearby cells than other users, who are sometimes referred to as cell-centre 
users (CCUs). Gawłowicz et al. (2015) extended the use of the third version of network 
simulation environment (NS3) LTE platform to model the frequency fractional reuse (FFR) 
network; however, Ozovehe and Usman (2015) used key performance indicators (KPIs) 
based on data from drive tests or network management systems to assess the effectiveness 
of a live, operational cell phone network in Niger State (Minna), Nigeria. It was found that 
the performance of mobile services in Nigeria is not too good, and the signal performance 
and retention ability are unacceptable. Li et al. (2016) proposed an FFR algorithm that 
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performs better than the traditional FFR and SFR schemes. The results indicated that the 
proposed scheme proves to be efficient in interference control in the heterogeneous network. 
An assessment of deployed 4G-LTE services in Ghana based on drive test software and 
the NEC model algorithm was also conducted by Tchao et al. (2018). It was determined 
that 4G LTE can meet the constantly rising demand for the web when compared to the 
throughput required to handle data-driven bandwidth services. Using the NetSim training 
program, Almazroi (2018) evaluated the effectiveness of 4G broadband wireless networks 
and found that, in terms of bandwidth and compatibility with earlier networks, 4G has 
proven to be the best generation currently in use. Galadanci and Abdullahi (2018) used drive 
examination applications to analyse the efficiency of mobile phone networks in the Nigerian 
metropolis of Kano. The findings indicate that the efficiency of GSM systems in Kano is 
still far below the Nigeria Communication Commission (NCC) standard and well behind 
customers’ desired outcomes. Based on the analysis of related literature, investigators 
have employed multiple methodologies to assess LTE network functionality. Khan et al. 
(2019) proposed a method for interference management compared with three existing 
FFR methods based on throughput and found out that the throughput increased linearly 
when the number of femtocells increased. In earlier studies on interference avoidance, the 
authors introduced different types of frequency reuse and FFR schemes available in the 
LTE module of NS3 (Tangelapalli & Saradhi, 2019). The results show the highest increase 
in throughput in downlink with SFR. Sarwar et al. (2020) worked on LTE-A interference 
management in OFDMA-based cellular networks; the result showed that LTE-A has 
become capable enough to reduce co-channel interference (CCI) and adjacent channel 
interference (ACI), while drive testing was the primary method used in Nigeria to evaluate 
real-time second and third-generation (2G and 3G) GSM wireless networks. Some recent 
investigations, however, did not compare mean packet delay and mean packet loss together 
with other measures of cellular network efficiency. To provide an overall evaluation, the 
current study compares the modelling results of two FFR platforms, SFFR and DFFR, 
and compares them to SFR, which has been extensively researched in almost all previous 
work on interference avoidance. In the recent work of Liu (2022), an evaluation of some 
frequency channel configuration methods over ultra-dense environments was conducted 
based on user scenarios. The paper adjusted some parameters of 19 units and compared 
among FFR, integer frequency reuse (IFR), transmission interference temperature limit 
(TX-ITL), and simultaneous water injection (SWI) method. The outcome demonstrates the 
TXITL-IFR3 technique’s strong development prospects and ability to handle extremely 
dense customer requirements in ultra-dense environments. However, only the user capacity 
based on signal to noise ratio (SNR) was considered. Yautentzi et al. (2024) worked on 
the performance analysis of ultra-dense networks with frequency reuse. A simulation of 
an ultra-dense network coexisting with a macro network was performed, and an analysis 
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of how it affects the co-channel interference of the small cells of the ultra-dense network 
was studied. The result showed that as a strategy to mitigate interference, frequency reuse 
is used to improve performance. With the simulation, it was possible to provide a good 
insight into the performance of this type of network in terms of the maximum transmission 
rate. As a result, the goal of this paper is to simulate fractional frequency reuse in an LTE-A 
network environment by examining and comparing the performance (in the context of mean 
throughput, PLR, and packet delay) of heterogeneous cellular systems for both SFFR and 
DFFR algorithms. The performance of the simulation was also tested over three major 
network providers in Nigeria.

DEFINITION OF NOTABLE TERMS

Firstly, it is essential to define the three parameters used in the study, namely throughput, 
packet delay, and PLR.

Throughput refers the level of successfully received packets (a portion of the message 
sent) within a defined time frame. This metric consists of two distinct parts: total throughput 
and average throughput. Total throughput (TTp) refers to the total volume of information 
received over a specific time, while average throughput (ATp) denotes the amount of 
information received by customers in a specific time period (Maskooki et al., 2015). TTp 
and ATp can be expressed as follows: 

TTp =  𝑅𝑅𝑥𝑥  
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠

          [1]

ATp =  
𝑅𝑅𝑥𝑥  

𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠  ·  𝑁𝑁𝑢𝑢𝑠𝑠𝑢𝑢𝑢𝑢𝑠𝑠
     [2]

where, Rx refers to the total level of bits obtained, Tsim refers to the level of bits transmission, 
and Nusers is the total number of users. 

Packet delay refers to the average time it takes for data packets to travel from one 
location to another, often referred to as latency. Network latency consists of the time it takes 
for a data packet to travel from its original location to another location within a network. 
In terms of user experience, network latency directly impacts the speed of a user’s actions, 
triggering a response from the network. For example, it affects how quickly a web page 
can be accessed and loaded over the internet. 

The ratio of the total number of delivered packets to the number of packets that were 
lost is known as the packet loss ratio, or PLR, and can be expressed as:

PLR =
Lost packets ×  100%

Sent packets
    [3]
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The following questions are addressed in this paper:
(i)  Based on the packet delay, throughput, and PLR for specific mobile service 

providers under various network loads, how significantly do inter-cell interferences 
affect the cell edges?

(ii) What effect does the cell have on downlink retransmission performance?
To address the aforementioned questions, the following objectives are considered:
(i)  Deduce a distribution algorithm to reduce the ICI and examine the cell edges 

throughput; and
(ii)  Estimate the network load of selected mobile service providers based on the number 

of users.

SIMULATION METHOD 

The term ‘simulation’ is a mathematical description used to predict the actions of an actual 
process or system over time. By employing simulations, researchers can examine how 
systems or things behave dynamically in scenarios that would be harmful or impractical 
to replicate in reality. Researchers utilise simulations to assess and predict possible effects 
on the overall functioning of the system while changing individual system components.

In this work, the influence of ICI on the performance of the system has been assessed 
based on packet loss, packet delay, and throughput using an LTE platform. The analysis 
is based on computer simulation for producing and analysing the data, and the algorithm 
uses the LTE model based on NS3, whereby subscribers interact with a distant server via 
routes, connectivity to the internet, and point-to-point linkages made up of UEs, cells, 
and base stations (eNodeB). In this study, several network entities assist in the design 
and modification of LTE network models on the NS3 simulation environment. Different 
testing with multiple network loads (i.e., the number of users) was deployed to examine the 
outcome of ICI on LTE system performance using the DFFR, SFFR, and SFR algorithms. 
The NS3 simulator was also adapted for the selected mobile network providers (Operators 
A, B, and C) to compare and analyse the performance of the LTE system based on the 
delayed PLR and throughput across various network loads. The analyses also consider 
their distinct transmission power ratings, while utilising the same Ad Hoc On-demand 
Distance Vector (AODV) routing protocol. The simulation results are reported and analysed 
in several statistical plots.

A model comprising 19 hexagonal cells has been employed to assess specific FFR 
algorithms, including SFFR, SFR, and DFFR. This model utilises a term referred to as 
reuse of frequency based on a factor of three at the cell edge and one at the cell centre. The 
selection of the reuse factors and the cells was based on the 3GPP recommendation for LTE, 
with each cell serviced as an eNodeB, which is based on a scheduler, a power management 
strategy, and bandwidth. To reduce the total testing time in NS3, the modelling parameters 
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presented in Table 1 were typically selected 
using the 3GPP specifications for LTE and 
are similar throughout each simulation 
performed with the same data flow and 
simulation time for the selected algorithms. 
When modelling different network scenarios 
with different network loads, the UEs are 
randomly distributed between the cell centre 
and cell edge zone, which is an important 
parameter.

Additionally, the modelling process was 
predicated on the use of an identical power 
budget as the 3rd generation guidelines by 
SFR, DFFR, and the two outer areas of 
SFFR, or the middle and edge regions. It is 
anticipated that the central portion of SFFR-
enabled cells will operate at a reduced power 
to conserve energy.

The evaluation of the adapted NS3 
algorithms for Operators A, B, and C was 
carried out with the AODV routing protocol 
algorithm while considering only their 
different transmission power ratings as 
presented in Table 2. Different simulations 

Table 1
Simulation parameters based on the 3GPP 
specifications for LTE

Parameters Values
System bandwidth (MHz)
Carrier frequency (GHz)
Subcarriers bandwidth (kHz)
RBS’ number
Cells’ number
Radius of the cell (m)
SINR threshold (dB)

20
2
15
25
19

1,000
SFR (20); DFFR 
(25); SFFR (15)

Note. 3GPP = Third-Generation Partnership Project; 
RBS = Radio base station; SINR = Signal-to-noise 
ratio; SFR = Frequency Fractional Reuse; DFFR = 
Dynamic Frequency Fractional Reuse; SFFR = Soft 
Frequency Fractional Reuse 

Table 2
Transmission power ratings of the selected mobile 
network (Ajibola et al., 2015)

Service provider 
(Operator)

Transmission power 
(dBm)

A
B
C

64
72
87

were run for each service provider with the exact simulation period for a different number 
of nodes, and the results in terms of loss ratio of the packet, throughput, and delay of the 
packet were extracted, analyzed, and compared to ascertain the network service provider 
offering the most superior quality of service and system performance.

SIMULATION RESULTS AND DISCUSSION

The average packet delay of SFFR, DFFR, and SFR was calculated using the average 
number of UEs for both the cell edge and center cell. Figures 2(a) and 2(b) illustrate the 
impact of average packet delay on the number of customers in each cell, based on center 
and edge users, respectively. It was observed in Figures 2(a) and 2(b) that SFFR can 
support less than 24 users per cell at the center and less than 20 users at the edge without 
a significant increase in packet delay. However, DFFR can accommodate more users 
compared to SFFR. In general, as the number of users at the center and edge increases, so 
does the packet delay.
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Overall, it was observed that in DFFR, the CEU has better system performance 
compared to SFFR. Additionally, DFFR outperforms SFFR at the CCU, where SFFR shows 
the lowest system efficiency and struggles to counteract ICI and fading due to reduced 
transmission power at the center region.

The throughput of SFFR, DFFR, and SFR was calculated based on the number of UEs 
and the cumulative distribution function (CDF) for both the cell edge and center cell. The 
results are shown in Figures 3(a) and 3(b). It was found that throughput decreases as the 
number of users increases for both center and edge cells. SFFR had lower interference 
with fewer users, resulting in lower throughput for CEU compared to DFFR and SFR. As 
the number of users increased, DFFR showed better performance in both center and edge 
cells compared to SFFR.

The throughput of each reuse scheme was also analyzed based on the CDF, as depicted 
in Figures 4(a) and 4(b). The results indicated that DFFR outperformed SFFR in terms of 
system throughput, as DFFR could support more users before experiencing a decrease in 
throughput. Therefore, DFFR has superior system throughput compared to SFFR.

Low load implies that there is no packet loss at the cell centre or cell edges because 
the amount of traffic sent and received is the same. As the number of users increases, 
there is an increase in packet loss at both the centre cell and the cell edge. High rates of 
packet loss can significantly degrade the perceived audio quality for users utilising internet 
telephony applications. 

Figure 5(a) illustrates the influence of the PLR on the number of users for the center 
cell. Both SFR and DFFR can accommodate more than 28 users before experiencing 

Figure 2. Average packet delay for (a) cell centre users and (b) cell edge users
Note. UE = User equipment
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Figure 3. Average throughput per user equipment (UE) for (a) the cell centre users and (b) the cell edge users

Figure 4. Cumulative distribution function (CDF) of the average throughput for (a) the cell centre users 
and (b) the cell edge users
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outperforms SFFR by accommodating more users at the cell center before experiencing 
packet loss and also surpasses SFR with a lower PLR as the number of users increases 
from 32. 

Figure 5(b) also depicts the influence of PLR on the number of users for the cell edge. 
It shows that cell edge users experience higher ICI with an increase in the number of users 
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compared to Figure 6(a) (i.e., cell center). It was observed that DFFR has better system 
performance as it can accommodate 25 users before experiencing packet loss, compared to 
SFFR, which can only accommodate 19 users. DFFR also outperforms SFR as it experiences 
less packet loss as the number of user’s increases up to 27.

An analysis of the network load of selected mobile service providers (A, B, and C) was 
conducted, taking into account different transmission power ratings: 64 dBm for Operator 
A, 72 dBm for Operator B, and 87 dBm for Operator C. Figure 6 illustrates the impact of 
average throughput on the number of nodes based on the selected service providers. It was 
observed that, under the same AODV routing protocol and considering network loads of 
50, 75, 100, 125, and 150 nodes, the average throughput decreased as the number of nodes 
increased. Operator A showed an almost linear decrease in throughput, while Operators 
B and C initially experienced an increase in throughput at 100 nodes before a decrease 
at 125 nodes. The significant decrease in average throughput for Operators B and C with 
an increase in the number of loads indicates that Operator A has better system throughput 
performance.

Figure 7 also demonstrates the impact of packet delay on the number of nodes. It 
reveals that as network load increases, delay performance worsens, leading to an increase 
in packet delay. Operator B had more packet delay between 100 and 125 nodes due to a 
higher number of users compared to Operators A and C, while Operator C had more packet 
delay than A. Therefore, Operator B experienced more packet delay, with Operator A 
having the least packet delay. Figure 8 displays the signal pattern for packet reception for 

Figure 5. Packet loss ratio (PLR) for the (a) cell centre users and (b) cell edge users
Note. UE = User equipment
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Figure 6. Comparison of the average throughput based on the selected service providers
Note. txp = Transmission power rating
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Figure 7. Comparison of the packet delay based on the selected service providers
Note. txp = Transmission power rating
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the three selected service providers at a typical network load of 50 nodes. It was observed 
that, unlike Operator C, who had a decrease in packet reception as the model duration 
increased with more consumers, Operators A and B exhibited similar patterns. In general, 
it can be concluded that Operator A has better system performance in terms of throughput 
and packet delay parameters compared to Operators B and C. This is also evident in the 
QoS of A compared to the other service providers.
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CONCLUSION

This study evaluates two fractional frequency reuse approaches in the downlink of the 3rd 
generation LTE architecture to ensure customer service quality, analysing the advantages 
and disadvantages of each method. The simulation highlights the distinctions among these 
strategies. Reducing transmission power in the central region diminishes system efficiency, 
as it lacks the requisite strength to mitigate inter-channel interference and fading. The SFFR 
bandwidth is distributed to three independent sub-bands with unconventional locations, 
potentially diminishing the system’s flexibility, as most users are located in the central or 
edge regions. Consequently, in comparison to the DFFR and SFR, it attains the lowest system 
performance. DFFR mitigates inter-cell interference more effectively than SFR, but only 
slightly. SFR and DFFR facilitate the utilisation of more RBs at the cell-edge region, leading 
to superior system performance compared to SFFR. The evaluation of the selected mobile 
service providers indicates that Operator A exhibits superior system performance relative 
to Operators B and C, as evidenced by their quality of service throughout a broad region in 
Nigeria. The model can be deployed for future generation networks. Future work will involve 
comparing it with the real-world data and analyzing the effects of SNR among other factors. 
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ABSTRACT
Odonates, including dragonflies and damselflies, serve as critical bioindicators of freshwater 
ecosystem health due to their sensitivity to environmental fluctuations. This study examines the 
distribution and abundance of odonates at Universiti Sains Malaysia, with a particular focus on 
assessing population abundance and identifying key biotic and abiotic factors influencing their 
distribution. Over a nine-week sampling period, a total of 1,256 individuals were recorded, 
comprising four dragonfly species Brachythemis contaminata, Brachydiplax chalybea, Orthetrum 
testaceum, and Crocothemis servilia and one damselfly species, Ischnura senegalensis. A hotspot 
analysis conducted using ArcGIS identified Sampling Station 2 (SS2) as a primary aggregation 
zone, accounting for 69.82% (877 individuals) of total odonate observations, largely attributed 
to its proximity to water bodies. The presence of Hydrilla verticillata emerged as a crucial factor 
in determining habitat suitability; however, its degradation due to algal blooms at SS1 and SS2 
was associated with a decline in odonate abundance, particularly among species reliant on healthy 

aquatic vegetation. Statistical analysis revealed 
a moderate positive correlation between odonate 
abundance and abiotic parameters such as air 
temperature (r = 0.544, p < 0.001), relative 
humidity (r = 0.400, p = 0.008), and wind speed. 
However, multiple regression analysis indicated 
that only relative humidity (p = 0.009) and air 
temperature (p = 0.024) significantly influenced 
odonate abundance, while wind speed (p = 
0.064) did not exhibit a statistically significant 
effect. Future research is recommended to 
investigate additional abiotic and biotic factors 
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to further refine our understanding of odonate ecology and their role in freshwater ecosystem health 
assessment.

Keywords: Abiotic, ArcGIS, biotic, damselflies, dragonflies, Hydrilla verticillate, odonate

INTRODUCTION

Approximately 6,376 species of odonates, encompassing dragonflies and damselflies, have 
been identified worldwide. These species are classified into about 965 genera (Sandall 
et al., 2022). Odonates are categorized into two suborders: Anisoptera, which includes 
true dragonflies, and Zygoptera, which includes damselflies. Both suborders of the order 
Odonata undergo an incomplete metamorphosis, where the larval stages encounter 10 to 
15 instars (Neog & Rajkhowa, 2016). The Odonata fauna in Malaysia is notably diverse. 
Dow et al. (2024) reported a total of 743 species in the Sundaland and Wallacea regions, 
with 549 species recorded in Sundaland, which includes Peninsular Malaysia, Singapore, 
Borneo, Sumatra, Java, and Bali. Of these, 482 species are endemic to these regions, 
with 385 being single-region endemics, many confined to specific islands. In Peninsular 
Malaysia and Singapore, 247 species from 17 families have been documented, comprising 
99 damselfly species and 148 dragonfly species. In Sarawak, Malaysian Borneo, 303 
species have been recorded.

Dragonflies are a type of insect that have bright colours, large eyes, and exhibit sexual 
dimorphism, colour transition, and polymorphism (Futahashi, 2016). These insects possess 
distinctive characteristics that differentiate them from other insects, including their long 
and thin abdomen, large round eyes positioned atop their heads, short antennae, and two 
pairs of wings (Neog & Rajkhowa, 2016). Damselflies' forewings and hindwings are 
almost identical in shape and venation, but dragonflies' forewings and hindwings differ 
significantly. Damselflies' wings contain similar structural traits, although dragonflies' 
wings vary significantly in shape and vein pattern (Kuchta & Svensson, 2014). Damselflies 
have compound eyes on either side of their heads, which provide a wide angle of vision. 
Their body form is slim and elongated, distinguishing them from dragonflies (Sumanapala, 
2017). Damselfly nymphs have extended abdomens with three leaf-shaped tracheal gills. 
These lamellar gills let the nymphs absorb dissolved oxygen, allowing them to breathe in 
watery environments (Kriska, 2022).

Odonates demonstrate a higher susceptibility to pollution in comparison to other insects. 
Jacob et al. (2017) often recommended using odonates as indicators of environmental 
quality in aquatic habitats because of their well-documented advantages. Only a limited 
number of odonate species, including those belonging to the Megalagrion genus, have larvae 
that inhabit upland environments. These larvae are commonly found in damp leaf litter, 
characterized by a significant level of relative humidity. The remaining insects in this group 
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may exclusively reproduce by depositing their eggs in, or near, freshwater. Dragonfly and 
damselfly species tend to be most abundant in sites that offer a wide range of micro-habitats. 
Consequently, an area that harbours many of these insects can be considered a dependable 
indicator of the quality of its freshwater. Odonates, are highly sensitive to changes in the 
quality of their habitat. As a result, their diversity and distribution are affected when the 
structural habitat quality changes. This sensitivity has made them valuable indicators for 
monitoring and evaluating the condition of the habitat quality (Jacob et al., 2017).

Odonates thrive in a wide range of habitats, with tropical rainforests being recognised 
as their most abundant and diversified ecosystems (Dow et al., 2015). The insects primarily 
dwell in riparian forests and places with abundant overhanging vegetation, indicating their 
inclination towards habitats near water bodies such as ponds, lakes, streams, and canals 
(Ramli & Manaf, 2021). Due to their susceptibility to environmental changes, they serve 
as excellent indicators of the overall condition of an ecosystem. Sollai and Solari (2022) 
emphasized that insects' hormonal regulation, neural function, sensory perception, and other 
physiological processes play a crucial role in their ability to adapt to environmental changes. 
Understanding how insects respond to ecological stressors provides valuable insights into 
habitat quality and overall ecosystem health. Additionally, research on herbivory and insect 
diversification suggests a complex interaction between dietary intake and evolutionary 
adaptation, highlighting how specialized feeding strategies have contributed to the vast 
diversity of insect species worldwide (Sollai & Solari, 2022).

Over the years, Malaysia has faced a notable decline in odonate populations, primarily 
due to habitat loss from urbanization, deforestation, and pollution (Hezri, 2018). Climate 
change has further disrupted their ecosystems, exacerbating population declines and 
threatening their ecological roles as both predators and prey (McCauley et al., 2015). 
Despite their significance as bioindicators of environmental health, research on odonates 
in Malaysia remains limited, hindering conservation efforts and a deeper understanding of 
their population dynamics. This study utilises Geographic Information Systems (GIS) to 
cartographically represent the spatial distribution of odonates at Universiti Sains Malaysia 
(USM), Gelugor, Pulau Pinang. GIS is employed due to its ability to analyse and visually 
display spatial data by integrating geographic information with specialised software (Chang, 
2019). The main goals of this research are to determine the population size of odonates 
(dragonflies and damselflies), examine the factors, both biotic and abiotic, that affect their 
preference of habitat, and analyse the potential relationship between odonate population 
size and the biotic and abiotic factors. By employing GIS to determine the population 
abundance of odonates, researchers and conservationists can pinpoint crucial habitats and 
track changes in the population dynamics (Dminić et al., 2010). Therefore, GIS aids in the 
development of well-informed conservation strategies and the implementation of efficient 
management techniques for odonate species. This helps to reduce the likelihood of severe 
population loss, especially in Penang, Malaysia.
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MATERIAL AND METHOD

Study Area

The study was carried out at the main campus of USM, which is strategically situated at 
a key entry point to Penang Island. The USM campus has a variety of habitats, such as 
a designated area for birds that are at risk of extinction, lush tropical forests, lakes, and 
orchards. The presence of these natural characteristics fosters a garden-like setting that 
sustains a wide range of plant and animal species, such as dragonflies and damselflies (Lee, 
2003). Four sampling stations, namely Aman Damai Student Residence, Tasik Harapan, 
Jalan Ilmu, and Indah Kembara Student Residence, were selected due to their proximity 
to water bodies (Figure 1).

Sampling was conducted from mid-January to mid-March 2024, covering the transition 
from the rainy to the hot season. The study spanned nine weeks, with sampling carried 
out once per week on a designated day. On each sampling day, all four sampling stations 
were surveyed consecutively, resulting in a total of nine sampling days over the entire 

Figure 1. Study area and sampling stations at Universiti Sains Malaysia, Gelugor, Pulau Pinang
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study period. The sampling occasion specimen collections were conducted from 2:30 to 
4:30 p.m. Over two months of monitoring at the site, it was observed that odonates were 
most active between 9:00 a.m. and 6:30 p.m. Adult odonates were collected using aerial 
nets, identified, photographed, and either released or preserved in 70% ethanol for further 
identification using the Malaysia Biodiversity Information System (MyBIS) handbook 
“Ancient Creatures: Dragonflies and Damselflies of Malaysia” by Choong et al. (2017). 
Abiotic parameters, including air temperature, relative humidity, and wind speed, were 
recorded on every sampling day throughout the nine-week study period. Since sampling 
was conducted once per week, these parameters were measured a total of nine times, 
corresponding to each sampling session. Vegetation samples were collected and labeled 
by station, with photographs taken for species identification. Abiotic parameters, such as 
the wind speed, air temperature, and humidity, were measured using specialised devices 
to study their impact on odonate behaviour. 

RESULTS AND DISCUSSION

Odonate Population at USM

Over a two-month field survey, 1,256 odonates were recorded at USM. A total of five species 
of Odonata were recorded. Four of these species are dragonflies from the Libellulidae 
family: (B. contaminata, B. chalybea, O. testaceum, and C. servilia). The fifth species, 
I. senegalensis, is a damselfly that belongs to the Coenagrionidae family (Figure 2). The 
Libellulidae family dominated the odonate assemblage, consistent with previous findings 
that highlight their adaptability in diverse freshwater habitats (Ng et al., 2022). Norma-
Rashid (2001) highlighted B. contaminata as common in Malaysian freshwater habitats, 
both in urban and rural settings. Similarly, Das et al. (2012) highlighted that this species 
serves as an indicator of disturbance, frequently occurring in areas impacted by human 
settlements. On the other hand, the Coenagrionidae family is one of the most widespread 
and ecologically significant damselfly families, commonly found in various freshwater 
habitats, including ponds, lakes, and slow-moving streams (Willink et al., 2024). Ischnura 
senegalensis, a member of this family, is widely distributed across Asia, Africa, and 
parts of Australia, thriving in both natural and disturbed environments (Subramanian & 
Babu, 2017). Norma-Rashid (2001) noted its frequent occurrence in Malaysian wetlands, 
including rice fields and urban waterways.

Hotspot analysis using ArcGIS identified Sampling Station 2 (SS2) as the primary 
hotspot, accounting for 69.82% (877 individuals) of total odonate observations, while 
SS3 and SS4 had significantly lower abundance (< 250 individuals). Factors influencing 
this pattern include proximity to water sources, vegetation health, and abiotic conditions 
(Figure 3). Table 1 summarises odonate distribution across stations and weeks. The study 
by Barbosa-Santos et al. (2025) highlights that riparian vegetation quality influences the 
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abundance of odonates. Specifically, it states that Zygoptera species were more abundant 
in streams with higher environmental integrity, emphasising their dependence on riparian 
vegetation for suitable habitat conditions (Barbosa-Santos et al., 2025). The study by 
Gajbe (2021) highlights the relationship between proximity to water sources and odonate 
abundance, where research evaluated the impact of a small artificial water source on odonate 
diversity in an urban landscape. Results showed that the availability of a water source led 
to an 80% increase in odonate species, indicating that even small man-made water bodies 
positively influence odonate populations by providing critical breeding and foraging 
habitats (Gajbe, 2021). In flowing water sites (lotic environments), the composition of 
odonate species varied with water temperature and proximity to urban areas. Specifically, 
different odonate species were found, depending on how warm the water was and how close 
the site was to urban centres (Prescott & Eason, 2018). Thus, odonate diversity was highest 
at sites with moderate urbanisation, supporting the intermediate disturbance hypothesis that 
suggests that moderate disturbance increases species diversity (Jere et al., 2020). 

Thus, odonates diversity was highest at sites with moderate urbanization, supporting 
the intermediate disturbance hypothesis that suggests that moderate disturbance increases 
species diversity (Jere et al., 2020). The population data (Table 1) shows the following 
distribution: SS2 has the highest abundance with 877 odonates (69.82%), SS1 has 254 
(20.22%), SS3 has 100 (7.96%), and SS4 has 25 (1.99%). Week 3 had the peak number 
of odonates (192), while week 9 had the lowest (93). 

Figure 2. a) Brachythemis contaminate (female), b) Brachydiplax chalybea (male), c) Orthetrum testaceum 
(male), d) Crocothemis servilia (female), e) Ischnura senegalensis (male), and f) Ischnura senegalensis (female)  
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Figure 3. Hotspot mapping of Odonate abundance across sampling stations

Table 1 
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Influence of Biotic Factors on Odonate Habitat Selection 

Table 2 shows the vegetation types at each sampling station and their impact on odonate 
abundance. Aquatic vegetation, Hydrilla verticillata (water thyme), was present at SS1 and 
SS2, while land vegetation varied across stations, including Tabernaemontana divaricata 
(crepe jasmine, pinwheel flower, or East Indian rosebay), Cocos nucifera (coconut palm), 
Bambusa vulgaris (common bamboo or golden bamboo), and Jacaranda obtusifolia 
(Jacaranda, green ebony, jambol merah, or jambul merak). Odonates were predominantly 
found in areas with Hydrilla verticillata, while fewer were observed on land vegetation. 
Hydrilla verticillata, an invasive species, showed a significant negative association with 
several odonate families, whereas other invasive plants did not have any significant impact 
(Thomas, 2019). Anisopterans such as B. contaminata, B. chalybea, O. testaceum, and C. 
servilia were found in this study; they typically prefer environments with less dense canopy 
riparian vegetation. As mentioned by de Resende et al. (2021), Odonata are generally 
found in moderately open canopies that allow sufficient sunlight penetration. Due to their 
heliothermic nature, dragonflies thrive in sunlit environments and are frequently observed 
in disturbed or degraded habitats where dense vegetation has been reduced or fragmented.

Bambusa vulgaris may offer an overly dense canopy in SS1 for these species, thereby 
restricting their abundance in the area. In contrast, all dragonflies and damselflies will thrive 
in settings containing J. obtusifolia, C. nucifera, and T. divaricata, which have moderate 
to sparse canopy cover and enable enough sunlight to pass through. Hydrilla verticillata, 
while not contributing to the canopy cover, provides an underwater habitat and breeding 
ground that can be beneficial, especially when combined with the species' preferred open, 
sunlit environment. As a result, these dragonflies are more likely to be found in areas where 
vegetation provides enough sunlight and an aquatic setting appropriate for reproduction 
in SS2 compared to other sampling stations.

Larval habitat availability also plays a critical role in odonate distribution. Since 
odonates have aquatic larval stages, the condition of aquatic vegetation is crucial for 
their breeding success. Figure 4 shows the health deterioration of H. verticillata caused 
by algal blooms, particularly at SS1 and SS2, which appears to have a direct influence on 
odonate abundance. These algal blooms likely lead to reduced water quality by causing 

Table 2  
Vegetation types at sampling stations

Sampling station Aquatic vegetation Land vegetation
1 Hydrilla verticillata Bambusa vulgaris
2 Hydrilla verticillata Tabernaemontana divaricata, Cocos nucifera
3 - Jacaranda obtusifolia
4 - Tabernaemontana divaricata, Cocos nucifera
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oxygen depletion, blocking sunlight, and altering nutrient dynamics, which in turn affects 
the overall ecological balance of the habitat (Wiley & McPherson, 2024). Specifically, 
species such as B. contaminata, B. chalybea, O. testaceum, and C. servilia, which rely 
on robust aquatic vegetation for breeding and larval development, were less abundant in 
week 9 when H. verticillata was in poor health. This suggests that these species are highly 
sensitive to environmental degradation and that deterioration in aquatic vegetation directly 
contributes to odonate population declines. The findings emphasize the close ecological 
link between aquatic vegetation health and odonate diversity. As H. verticillata declines, 
it likely reduces the availability of shelter, egg-laying sites, and food resources for odonate 
larvae, ultimately leading to lower adult abundance. This reinforces the role of submerged 
macrophytes in maintaining odonate populations and highlights the need for conservation 
efforts to protect aquatic habitats from excessive algal growth and pollution.

In this study, we have examined odonate abundance as it is related to abiotic factors 
such as the air temperature, relative humidity, and wind speed and found a significant 
correlation between these variables and odonate counts. Over a nine-week time frame, 
odonate abundance peaked at 192 individuals in week three and dropped to 81 in week 
two. According to the research, greater air temperatures (32.18 to 33.20°C), increased 
humidity (82.50 to 86.25%), and higher wind speeds are associated with higher number 
of odonates. Odonates have impressive flying capabilities, including hovering and making 

Figure 4. Algae bloom at lakes in (a) Sampling Station 1 and (b) Sampling Station 2 during week 9 of sampling
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180° turns. Dragonflies fly faster than damselflies, reaching speeds of up to 25-30 km/h, 
which has significant effects on their dispersal and geographic distribution (Subramanian 
& Babu, 2017). The moderate correlation between wind speed and odonate abundance (r = 
0.583, p < 0.001) indicates some impact, but the lack of statistical significance (p = 0.064) 
suggests that wind alone is not the primary limiting factor. 

A study by Barzoki et al. (2021) found that wind may have a greater influence on 
Zygoptera since their bodies are typically smaller than Anisoptera and more susceptible 
to displacement. To cope with this challenge, damselflies adjust their perching behavior 
by orienting into the wind (rheotaxis) to maintain stability (Mason, 2017). Additionally, 
damselflies seek sheltered areas with vegetation to minimize wind exposure (Johansson 
et al., 2009). In contrast, dragonflies, being larger and having stronger flight muscles, are 
less affected by these environmental factors and can fly efficiently in open spaces without 
significant disruption (Barzoki et al., 2021).

Odonates’ aerodynamic efficiency differs greatly between dragonflies and damselflies. 
To take flight, dragonflies must create 221% of the power needed to produce the same lift 
that would be necessary under perfect aerodynamic conditions, such as those represented 
by an 'actuator disc' or 'lifting line'. This reduced power would require more efficient flying 
mechanics. Damselflies, on the other hand, have less aerodynamically effective wing 
designs and require 275% of the optimal power to obtain the same lift. This greater power 
need implies that damselflies have less efficient wing structures than dragonflies, which 
affects their total flying ability (Bomphrey et al., 2016). These findings also show that these 
abiotic factors play an important role in defining odonate population dynamics, which is 
consistent with previous studies on the effect of environmental conditions (especially air 
temperature) on dragonfly dispersal (Flenner et al., 2010; Golfieri et al., 2016). Rachmawati 
et al. (2023) discovered that dragonflies' poor tolerance to air temperature had a detrimental 
influence on their survival. This sensitivity can lead to reduced abundance, poor health, 
lower survival and reproductive success, making it more difficult for these species to thrive 
or live in high-temperature environments.

Influence of Abiotic Factors on Odonate Abundance

Abiotic factors play a significant role in shaping the abundance and distribution of odonates. 
The present study revealed significant correlations between air temperature (r = 0.544, p 
< 0.001), relative humidity (r = 0.400, p = 0.008), and wind speed (r = 0.583, p < 0.001) 
with odonate abundance (Figure 5). However, multiple regression analysis indicated that 
only relative humidity (p = 0.009) and air temperature (p = 0.024) significantly influenced 
odonate abundance, while wind speed (p = 0.064) showed no significant effect. These 
findings suggest that while temperature and humidity are key determinants of odonate 
populations, wind speed may have an indirect or context-dependent role.
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Figure 5. The relationship between odonate abundance and (a) air temperature (°C), (b) relative humidity (%), 
and (c) wind speed (knots), respectively
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Temperature has long been recognized as a critical factor affecting the physiology, 
behavior, and life cycle of odonates. Rising temperatures have been associated with changes 
in thermoregulatory behavior, reducing the time available for reproductive activities, as 
individuals allocate more energy to maintaining optimal body temperature (Marcellino et 
al., 2024). Temperature playing both a favorable and limiting role depending on specific 
conditions (Knoblauch et al., 2021). The strong influence of temperature is largely attributed 
to increased sunlight exposure, which enhances diurnal insect activity, particularly in 
odonates (Becciu et al., 2019). Our study identified a moderately positive correlation 
between air temperature and odonate abundance (r = 0.544, p < 0.001), further supported 
by regression analysis (p = 0.024). Such changes have important implications for mating 
success and population sustainability under climate change scenarios. Moreover, elevated 
temperatures negatively affect larval development, as demonstrated by Bílková et al. (2025), 
who found that temperatures exceeding 24°C significantly reduced larval survival rates 
and hatchability. This aligns with previous research indicating that warmer temperatures 
accelerate larval growth and emergence, potentially leading to shifts in phenology (Bobrek, 
2021). However, rapid development may not always be advantageous, as it can disrupt 
predator-prey interactions and alter community dynamics (Sandamini et al., 2019).

Notably, beta diversity in odonate assemblages is strongly linked to temperature 
fluctuations, with Anisoptera species being particularly sensitive to yearly temperature 
variations (Barzoki et al., 2021). Climate-induced shifts in minimum temperatures have 
further intensified changes in odonate life cycles, as evidenced by Villalobos-Jiménez 
and Hassall (2017), who reported that 50% of odonate species exhibited significant 
advancements in their phenological events in response to rising minimum temperatures. 
These shifts underscore the role of climate change in reshaping community structures, 
favouring climate-resilient species while potentially disadvantaging those with narrow 
thermal tolerances. 

Air temperature and humidity have long been recognized as critical determinants of 
odonate abundance and diversity (Adu & Oyeniyi, 2019). Relative humidity also plays 
a crucial role in odonate abundance, as indicated by the moderate positive correlation 
observed in this study (r = 0.400, p = 0.008), with regression analysis confirming its 
significant influence (p = 0.009). The optimal humidity range for odonates has been reported 
to be between 78.11 and 81.67%, which supports their physiological functions and enhances 
flight activity (Koneri et al., 2022). Higher humidity levels help prevent desiccation and 
support sustained aerial activity, which is essential for foraging and reproductive behaviors. 
However, contrasting findings suggest that excessive humidity, particularly during rainy 
seasons, can negatively impact odonate populations by increasing mortality rates and 
reducing life expectancy (Palacino-Rodríguez et al., 2020). These fluctuations in odonate 
abundance over the nine-week sampling period (Figure 6) further illustrate the role of 
humidity in driving population changes.
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(a)

(b)

(c)

(d)

Figure 6. Odonate abundance and associated abiotic factors recorded over a nine-week sampling period at 
Universiti Sains Malaysia, Pulau Pinang. (a) Odonate abundance (counts), (b) air temperature (°C), (c) relative 
humidity (%), and (d) wind speed (knots)
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The observed relationships between temperature, humidity, and odonate abundance 
highlight the potential impacts of climate variability on odonate populations. Shifts in 
temperature and moisture regimes could indirectly affect odonate distribution patterns 
and community structure, altering the ecological balance in freshwater ecosystems. Future 
research should further explore the thresholds at which these abiotic factors transition from 
being beneficial to detrimental, providing a more comprehensive understanding of how 
odonates respond to environmental changes.

Wind speed, although moderately correlated with odonate abundance (r = 0.583, p 
< 0.001), was not a significant predictor in the regression analysis (p = 0.064). While 
previous studies have shown that low wind speeds favour odonate activity (Johansson 
et al., 2009), strong winds can pose challenges, particularly for damselflies (Zygoptera), 
which are more susceptible to displacement than dragonflies (Anisoptera) (Barzoki et al., 
2021). Consequently, damselflies often compensate by seeking sheltered microhabitats, 
reducing wind exposure and mitigating displacement risks. Additionally, thermoregulatory 
behavior may play a compensatory role in heat-stressed damselflies, enabling them to 
optimize body temperature despite wind-induced flight challenges (Hassall & Thompson, 
2008). Given that temperature and humidity significantly influenced odonate abundance in 
this study, wind speed (Figures 5 and 6) may act as a secondary factor, indirectly shaping 
habitat selection and species distribution. Odonates exhibit rheotactic behavior, orienting 
themselves against wind currents to maintain stability during flight (Mason, 2017). 
However, excessive wind speeds may hinder foraging efficiency and increase energy 
expenditure, which could indirectly impact population dynamics. The inverse relationship 
between odonate abundance and wind speed observed in some weeks (Figure 6) highlights 
the potential impact of wind turbulence on flight efficiency, particularly in open habitats. 
The contrasting effects of wind speed suggest that its influence on odonates may depend 
on local environmental conditions and species-specific adaptations.

The broader implications of these findings must be considered in the context of climate 
change, which is expected to alter species assemblages and ecological interactions. Rising 
minimum temperatures have already been linked to changes in odonate phenology, with 
earlier emergence patterns observed in response to warming trends (Villalobos-Jiménez & 
Hassall, 2017). Additionally, climate-induced shifts in beta diversity suggest that certain 
species are better adapted to increasing temperatures, leading to changes in community 
composition (Barzoki et al., 2021). Long-term studies predict that climate-resilient species 
will gradually dominate odonate populations, while less adaptable species may face local 
extinction (Assandri, 2021; Bowler et al., 2021; Termaat et al., 2015).

Beyond climatic factors, odonate populations are also threatened by anthropogenic 
disturbances such as habitat degradation and urbanization. High current speeds, extreme 
temperatures, and strong winds can disrupt freshwater ecosystems, further exacerbating 
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population declines (Albab et al., 2019). In urban areas such as USM Penang, habitat 
fragmentation and pollution pose additional threats to odonates, reducing their available 
breeding and foraging sites (The Habitat Foundation, 2021). Given the complex interplay 
between abiotic factors and anthropogenic stressors, conservation efforts must consider both 
climatic and environmental changes to ensure the long-term survival of odonate species.

Odonates rely heavily on clean, stagnant, or slow-moving freshwater sources, such 
as ponds, streams, and wetlands, particularly during their larval stage. However, rapid 
urbanization at USM Penang has led to significant habitat degradation, reducing the 
quality and availability of these aquatic ecosystems. The expansion of roads, buildings, and 
commercial infrastructure has decreased green spaces, leading to surface runoff, reduced 
groundwater replenishment, and the drying of small water bodies all of which threaten 
odonate populations. Similar trends have been observed globally, where water scarcity and 
land-use changes significantly restrict odonate habitats, particularly in semi-arid regions 
(Husband & McIntyre, 2021).

Additionally, pollution from agricultural runoff, industrial waste, and untreated sewage 
has led to increased contaminants, including pesticides, heavy metals, and excessive 
nutrients, which can be lethal to odonate larvae and reduce prey abundance. Pond size, 
aquatic vegetation, and freshwater macroinvertebrates also shape odonate diversity, as 
certain species are limited to agricultural or forest ponds, while others disappear entirely 
from urban water bodies (Le Gall et al., 2018). Interestingly, the fish-free pond at USM 
provides a unique habitat where dragonflies can thrive, aligning with McCoy et al. (2009), 
who found that odonates can persist in fish-free aquatic ecosystems due to reduced predation 
pressure. Their study highlights how the absence of fish, a major predator of odonate 
larvae, can create favorable conditions for odonate survival and reproduction. However, 
the absence of fish may also alter ecosystem dynamics, influencing species interactions 
and aquatic food webs (May, 2019).

CONCLUSION

This study demonstrates that odonate abundance in the freshwater ecosystems of USM is 
significantly influenced by abiotic factors, particularly relative humidity and air temperature. 
While wind speed exhibited a strong correlation with odonate presence, it did not emerge 
as a significant predictor in the regression analysis. These findings reinforce the ecological 
sensitivity of odonates to microclimatic conditions, underscoring their potential as bio-
indicators of environmental change. The study also highlights the critical role of aquatic 
vegetation, particularly H. verticillata, in shaping odonate distribution. The degradation 
of this vegetation due to algal blooms was associated with reduced odonate abundance, 
emphasizing the need for maintaining healthy aquatic habitats. The identification of SS2 
as a "hotspot" further suggests that habitat quality and proximity to water sources are key 
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determinants of odonate populations. Thus, conservation efforts should focus on sustaining 
high-quality freshwater habitats, particularly in urban environments where anthropogenic 
disturbances threaten biodiversity. Future research should explore additional biotic 
interactions, such as predator-prey dynamics, and assess the long-term impact of climate 
variability on odonate populations to enhance conservation strategies.
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ABSTRACT
In this study, a Recurrent Neural Network (RNN) architecture model is used to analyse and compare 
the seven most widely used first-order stochastic gradient-based optimization algorithms. Adaptive 
Moment Estimation (ADAM), Root Mean Square Propagation (RMSprop), Stochastic Gradient 
Descent (SGD), Adaptive Gradient (AdaGrad), Adaptive Delta (AdaDelta), Nesterov-accelerated 
Adaptive Moment Estimation (NADAM), and Maximum Adaptive Moment Estimation (AdaMax) 
are the optimization techniques that have been studied. The study used the body motion datasets 
from the University of California-Irvine (UCI) Machine Learning (ML) datasets. This experiment 
demonstrates the capabilities of various combinations of optimizer models, long short-term memory 
(LSTM) architecture, activation functions, and learning rate. The main aim is to understand how 
good each optimizer performs in test accuracy and feasible training time behaviour over various 
learning rates and activation functions. The outcomes vary by setting, with some achieving higher 
accuracy and shorter training sessions than others. The AdaGrad model, which uses exponential and 
sigmoid activation functions with a learning rate of 0.001, has a training time of 17.1 minutes and 
a test accuracy of 78.31%, making it the top-performing configuration. The exponential function 
is an activation function that consistently outperforms other models and optimization algorithms. 

It consistently delivers high accuracy and 
minimal running time across numerous models 
and optimizers, while the Softmax activation 
function continuously underperforms.

Keywords: Accuracy, activation function, body 
motion datasets, gradient descent (GD), learning rate, 
long short-term memory (LSTM), Recurrent Neural 
Network (RNN), running time
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INTRODUCTION

Selecting the optimal optimization algorithm is one of the effective approaches to enhance 
the learning process in deep learning (DL) algorithm. This work focuses on the application 
of optimization methods based on the gradient descent (GD) approach to optimize the 
DL architecture. DL relies heavily on optimization since the model optimizer continually 
updates and calculates the parameters that affect model training and output. The purpose is 
to follow the steepest descent direction, which is provided by the negative gradient, in order 
to approximate or reach the optimal value and optimize the objective function (Mehmood 
et al., 2023), DL optimization problems are complicated and call for more decomposition. 
Three stages can be identified in the growth of optimization. The first stage is to get the 
algorithm start running and have it arrived at a logical conclusion, like a stationary point. 
Making the algorithm converge as rapidly as possible is the second stage. Making sure 
the algorithm converges to a result with a low objective value, like a global minimum, is 
the third stage (Sun, 2019). It is important to remember that getting good test accuracy 
requires a further step that is outside the purview of optimization. The three categories 
of convergence, convergence speed, and global quality as in Figure 1 are used to group 
optimization problems. 

Machine learning (ML) is a subset of artificial intelligence dedicated to creating 
algorithms that allow computers to learn from data and make predictions or judgments 
autonomously, without explicit programming (Ethem, 2020). The GD is widely employed 
in ML and other mathematical applications to optimize a cost function. The cost function 
calculates the discrepancy between a model projected and actual output. The objective of 
GD is to minimize the cost function by modifying the model's parameters, such as weights 

Figure 1. Optimization issues (Sun, 2019)
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and biases (Chandra et al., 2022). The concept of GD is based on the idea of finding the 
steepest descent direction of the cost function and moving the parameters in that direction 
to reach a minimum value of the cost function (Seeli & Thanammal, 2024). This process 
involves computing the gradient of the cost function with respect to the parameters and 
taking a step in the opposite direction of the gradient by repeating this process iteratively, 
GD can converge to a minimum of the cost function (Haji & Abdulazeez, 2021).

Comparing different GD optimizers is crucial in DL because it allows for the selection 
of the most effective and efficient optimization algorithm for a specific problem. Each 
optimizer has its strengths and weaknesses, and understanding these differences can 
significantly impact the performance of the model. For instance, while Batch GD is simple 
and easy to implement, it can be slow and computationally expensive for large datasets. 
SGD, on the other hand, is faster but can be noisy and may not converge well (Schaul et al., 
2013). Adaptive optimizers like ADAM and its variants, however, can adapt to the changing 
nature of the optimization problem, making them more robust and effective (Kingma & Ba, 
2015). By comparing these optimizers, researchers and practitioners can identify the best 
approach for their specific problem, ensuring optimal performance and faster convergence. 
This comparison is particularly important in modern DL applications, where large datasets 
and complex models require efficient and effective optimization techniques.

Neural network (NN) is commonly employed to tackle non-convex problems, but 
choosing an appropriate optimization method can be difficult to locate the global optimum in 
these networks. This difficulty arises from the need to estimate a vast quantity of parameters 
within a high-dimensional search space. An ineffective optimization strategy may lead the 
network to remain trapped in local minimum while training, preventing any improvement 
(Dogo et al., 2018). Moreover, because of ADAM's stability and performance in a wide 
range of case scenarios, several NN researchers instinctively favour it in all circumstances. 
Consequently, it is essential to conduct a study to investigate how optimizers operate in 
relation to the model and dataset utilized to gain a deeper understand of their behaviours. 

As a result, the contribution of this paper is an experimental comparison of the 
performance of seven well-known and widely used GD optimization algorithms on a RNN 
model. RNN is One type of neural network that can process sequential inputs, such as 
time series and natural language. The RNN model uses the body motion dataset from the 
UCI ML datasets with several learning rates, and activation functions. Using convergence 
speed, accuracy, and loss function as performance metrics, this comparison shows how 
well and consistently each optimizer handled the problem of locating the proper and ideal 
minima throughout training. 

BACKGROUND OF STUDY AND RELATED WORK

GD is a first-order iterative optimization technique that moves in the opposite direction as 
the gradient to find a local minimum of a loss function (Chandra et al., 2022). On the other 
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hand, gradient ascent—moving in the direction of the gradient—leads to a local maximum 
(Hallén, 2017). By modifying weights during backpropagation to reduce loss and address 
the curse of dimensionality, GD plays a critical role in DL optimization (Goodfellow et 
al., 2016). 

SGD, AdaGrad, AdaDelta, RMSprop, ADAM, AdaMax, and NADAM are prominent 
optimization algorithms utilized for training machine learning models, including neural 
networks, with SGD adjusting parameters according to gradients derived from individual 
or small batches of instances (Schaul et al., 2013). AdaGrad is an algorithm that adapts 
the learning rate of each model parameter based on historical gradient information (Duchi 
et al., 2011; Solanke & Patnaik, 2020). AdaDelta is a variant of AdaGrad that uses a 
moving window of gradient updates instead of accumulating all past gradients (Zeiler, 
2012). RMSprop is a variant of the GD algorithm that uses a decaying average of partial 
gradients to adapt the step size for each parameter (Hinton & Tieleman, 2012; Zou et 
al., 2019). ADAM is an adaptive learning rate optimization algorithm that combines the 
advantages of both AdaGrad and RMSprop (Kingma & Ba, 2015; Yi et al., 2020). AdaMax 
is a variant of ADAM that is based on the infinity norm (Fatima, 2020). NADAM is a 
variant of ADAM with Nesterov momentum (Adem & Kiliçarslan, 2019; Sutskever et al., 
2013). These algorithms are utilized in DL packages like Caffe, Lasagne, TensorFlow, and 
Keras. To obtain improved generality, researchers continue to create optimizers, as seen 
in (Lv et al., 2017).

RNN utilize memory to integrate previous inputs, hence modifying the present input 
and result (Karna et al., 2024). Both unrollable finite impulse networks and temporally 
dynamic infinite impulse networks (Sherstinsky, 2020) are examples of RNN, which are 
characterized by infinite impulse response (Miljanovic, 2012). Like Gated Recurrent Units 
(GRUs), commonly referred to as feedback neural networks (FNN), these networks may 
have memory or gated states (Hochreiter & Schmidhuber, 1997).

Using different numbers of iterations and particular test function values on a 
stacked denoising autoencoder (SDA) architecture, based on convergence time, number 
fluctuations, and parameter update rate, authors in (Yazan & Talu, 2017) examined a 
comparison of optimization techniques based on SGD, specifically ADAM, AdaGrad, 
AdaDelta, RMSprop, SGD, and SGD with momentum. According to their experimental 
results in terms of rapid convergence, AdaDelta outperformed the other optimizers. The 
datasets they used for their tests are unknown. The author of (Papamakarios, 2014) used 
the logistic and Softmax regression on the synthetic and Modified National Institute of 
Standards and Technology (MNIST) handwritten digits datasets, respectively, to compare 
the performance of four GD-based variants on the limited convex objective fitting problem: 
GD, stochastic GD, semi-SGD, and stochastic average descent. In the authors' two trials, 
SGD outperformed SG in general, but the two hybrid forms achieved superior accuracy in 
more reasonable amounts of time. In a similar vein (Hallén, 2017) conducted a performance 
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comparison between GD and SGD using the MNIST ML dataset for linear regression 
and multinomial logistic regression, using accuracy, training, and convergence time as 
performance variables. In a recent study (Ruder, 2016), gave a simple overview of how 
modern GD optimization techniques behave.

While pointing out difficulties in optimizing GD (Shalev-Shwartz et al., 2017), experts 
advise flexible learning rates for complex neural network training. These difficulties include 
slow training, vanishing gradients as a result of insufficient conditioning, low signal-to-noise 
ratio (SNR), and limited gradient informativeness. However, a comprehensive evaluation 
of the impact of these popular optimization algorithms on an RNN architecture using image 
classification datasets appears to be lacking in existing studies.

Based on the related works, several types of studies can be conducted to further explore 
the optimization of neural networks. These studies can involve conducting a comprehensive 
comparison of various optimization algorithms on RNN using other datasets, developing 
a theoretical framework for selecting the most suitable optimizer for training RNN, and 
conducting experiments using various datasets and NN architectures to evaluate the 
performance of different optimizers. Additionally, studies can focus on investigating 
and developing new optimization techniques specifically designed for DL applications, 
analyzing the scalability and efficiency of different optimizers in large-scale neural network 
training, and optimizing NN with specific architectures. Furthermore, studies can explore 
the use of hybrid optimizers and ensemble methods to combine the strengths of different 
optimizers, investigate the performance of optimizers on non-convex problems, and study 
the performance of optimizers on sparse and large-scale datasets. These studies can help 
in understanding the performance of different optimizers, developing new optimization 
techniques, and improving the efficiency and accuracy of neural network training.

METHODOLOGY AND EXPERIMENTAL SETUP 

This study used the LSTM networks, a version of RNN architecture specifically engineered 
to proficiently learn and retain long-range dependencies in sequential input (Hochreiter & 
Schmidhuber, 1997). On the developed model, the performance of seven well-known SGD 
optimization techniques was also demonstrated. This research utilized the Mobile Health 
(MHEALTH) dataset from the UCI ML repository, which is a body motion dataset intended 
to evaluate methodologies for human behavior analysis through multimodal body sensing 
(Banos et al., 2014) . The optimizers model examined were SGD, RMSProp, ADAM, 
AdaGrad, AdaDelta, AdaMax, and NADAM. For each trial, identical hyperparameter 
settings were applied. The body motion dataset was used to train the complete network 
across 100 epochs.

The MHEALTH dataset was utilised to train the LSTM architecture. The selected LSTM 
model underwent rigorous evaluation and analysis on the MHEALTH body motion dataset 
to determine its effectiveness in extracting meaningful information from the body motion. 
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Various metrics, including training time and test accuracy, were assessed to quantify the 
LSTM architecture performance. The impact by experimenting with various combinations 
of learning rates, activation functions, and LSTM architectures was investigated. This 
analysis involved training the LSTM model with different optimizers. Values on subsets 
of the MHEALTH body motion dataset and observing the corresponding training and test 
accuracy changes. Training dataset is presented to the model during training. Setting all the 
configurations with aims to evaluate and compare the performance of seven widely used 
first-order stochastic gradient-based optimization algorithms within a RNN framework. 
specifically focuses on how these optimizers — ADAM, RMSprop, SGD, AdaGrad 
AdaDelta, NADAM, and AdaMax—perform in terms of test accuracy and training time 
when applied to a body motion dataset. The objectives to be achieved are to identify which 
optimizer yields the best results by experimenting with various combinations of learning 
rates, activation functions, and LSTM architectures. 

Data Collection - UCI Body Motion Dataset

In this study, the dataset used to measure and compare the performance of optimization 
algorithms was the motion dataset. The MHEALTH dataset was devised to benchmark 
techniques dealing with human behaviour analysis based on multimodal body sensing. 
This dataset consisted of 23 features (columns). The number of samples determined was 
100,000 and there was no missing data in the dataset. The data collected for each subject 
was stored in a different log file. There were 10 people doing 12 common daily activities, 
such as standing still, sitting, and relaxing, lying down, walking, climbing stairs, waist 
bends forward, frontal elevation of arms, knees bending, cycling, jogging, running, and 
jump front/back, and each activity was recorded for 1 minute. For one object, it took 12 
minutes to collect the data for 12 activities. Each file contained the samples (by rows) 
recorded for all sensors (by columns).

RNN Model Setup

Three LSTM network architecture models were created for this experimental investigation 
to observe the variations in the weight values produced by each architecture, which were 
1) one LSTM as default, 2) two LSTMs, and 3) added dropout model between the two 
LSTMs.  The LSTM architecture models in this study can be seen from Figures 2 till 4. 

The network architecture in this study has 23 input features (m1, m2, m3, ... , m23) with 
input representation: : 𝑋𝑋𝑡𝑡  ∈ ℝ23    at each time step, t. The following is a mathematical model 
that represents the LSTM network architecture Model-1 (Figure 2).

LSTM layer (hidden layer), the LSTM unit receives the input and the previous hidden 
state (t-1) and cell state (t-1). The mathematical model or equation for the main LSTM 
computation is using the equation (Hochreiter & Schmidhuber, 1997):
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 𝑓𝑓𝑡𝑡 = 𝜎𝜎 (𝑊𝑊𝑓𝑓[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑓𝑓)                   (1) 

 𝑖𝑖𝑡𝑡 = 𝜎𝜎 (𝑊𝑊𝑖𝑖[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑖𝑖)        (2) 

�̃�𝐶t = 𝑡𝑡𝑡𝑡𝑡𝑡ℎ (𝑊𝑊𝑐𝑐[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑐𝑐)       (3) 

𝐶𝐶𝑡𝑡  =  𝑓𝑓𝑡𝑡  ⨀ 𝐶𝐶𝑡𝑡−1 + 𝑖𝑖𝑡𝑡  ⨀ �̃�𝐶t        (4) 

𝑜𝑜𝑡𝑡 = 𝜎𝜎 (𝑊𝑊𝑜𝑜[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑜𝑜)         (5) 

 ℎ𝑡𝑡 = 𝑜𝑜𝑡𝑡  ⨀  𝑡𝑡𝑡𝑡𝑡𝑡ℎ (𝐶𝐶𝑡𝑡)    

 [1] 𝑓𝑓𝑡𝑡 = 𝜎𝜎 (𝑊𝑊𝑓𝑓[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑓𝑓)                   (1) 

 𝑖𝑖𝑡𝑡 = 𝜎𝜎 (𝑊𝑊𝑖𝑖[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑖𝑖)        (2) 

�̃�𝐶t = 𝑡𝑡𝑡𝑡𝑡𝑡ℎ (𝑊𝑊𝑐𝑐[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑐𝑐)       (3) 

𝐶𝐶𝑡𝑡  =  𝑓𝑓𝑡𝑡  ⨀ 𝐶𝐶𝑡𝑡−1 + 𝑖𝑖𝑡𝑡  ⨀ �̃�𝐶t        (4) 

𝑜𝑜𝑡𝑡 = 𝜎𝜎 (𝑊𝑊𝑜𝑜[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑜𝑜)         (5) 

 ℎ𝑡𝑡 = 𝑜𝑜𝑡𝑡  ⨀  𝑡𝑡𝑡𝑡𝑡𝑡ℎ (𝐶𝐶𝑡𝑡)    

 [2]
 𝑓𝑓𝑡𝑡 = 𝜎𝜎 (𝑊𝑊𝑓𝑓[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑓𝑓)                   (1) 

 𝑖𝑖𝑡𝑡 = 𝜎𝜎 (𝑊𝑊𝑖𝑖[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑖𝑖)        (2) 

�̃�𝐶t = 𝑡𝑡𝑡𝑡𝑡𝑡ℎ (𝑊𝑊𝑐𝑐[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑐𝑐)       (3) 

𝐶𝐶𝑡𝑡  =  𝑓𝑓𝑡𝑡  ⨀ 𝐶𝐶𝑡𝑡−1 + 𝑖𝑖𝑡𝑡  ⨀ �̃�𝐶t        (4) 

𝑜𝑜𝑡𝑡 = 𝜎𝜎 (𝑊𝑊𝑜𝑜[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑜𝑜)         (5) 

 ℎ𝑡𝑡 = 𝑜𝑜𝑡𝑡  ⨀  𝑡𝑡𝑡𝑡𝑡𝑡ℎ (𝐶𝐶𝑡𝑡)    

 [3]

 𝑓𝑓𝑡𝑡 = 𝜎𝜎 (𝑊𝑊𝑓𝑓[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑓𝑓)                   (1) 

 𝑖𝑖𝑡𝑡 = 𝜎𝜎 (𝑊𝑊𝑖𝑖[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑖𝑖)        (2) 

�̃�𝐶t = 𝑡𝑡𝑡𝑡𝑡𝑡ℎ (𝑊𝑊𝑐𝑐[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑐𝑐)       (3) 

𝐶𝐶𝑡𝑡  =  𝑓𝑓𝑡𝑡  ⨀ 𝐶𝐶𝑡𝑡−1 + 𝑖𝑖𝑡𝑡  ⨀ �̃�𝐶t        (4) 

𝑜𝑜𝑡𝑡 = 𝜎𝜎 (𝑊𝑊𝑜𝑜[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑜𝑜)         (5) 

 ℎ𝑡𝑡 = 𝑜𝑜𝑡𝑡  ⨀  𝑡𝑡𝑡𝑡𝑡𝑡ℎ (𝐶𝐶𝑡𝑡)    

 [4]

 𝑓𝑓𝑡𝑡 = 𝜎𝜎 (𝑊𝑊𝑓𝑓[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑓𝑓)                   (1) 

 𝑖𝑖𝑡𝑡 = 𝜎𝜎 (𝑊𝑊𝑖𝑖[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑖𝑖)        (2) 

�̃�𝐶t = 𝑡𝑡𝑡𝑡𝑡𝑡ℎ (𝑊𝑊𝑐𝑐[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑐𝑐)       (3) 

𝐶𝐶𝑡𝑡  =  𝑓𝑓𝑡𝑡  ⨀ 𝐶𝐶𝑡𝑡−1 + 𝑖𝑖𝑡𝑡  ⨀ �̃�𝐶t        (4) 

𝑜𝑜𝑡𝑡 = 𝜎𝜎 (𝑊𝑊𝑜𝑜[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑜𝑜)         (5) 

 ℎ𝑡𝑡 = 𝑜𝑜𝑡𝑡  ⨀  𝑡𝑡𝑡𝑡𝑡𝑡ℎ (𝐶𝐶𝑡𝑡)    
 [5]

 𝑓𝑓𝑡𝑡 = 𝜎𝜎 (𝑊𝑊𝑓𝑓[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑓𝑓)                   (1) 

 𝑖𝑖𝑡𝑡 = 𝜎𝜎 (𝑊𝑊𝑖𝑖[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑖𝑖)        (2) 

�̃�𝐶t = 𝑡𝑡𝑡𝑡𝑡𝑡ℎ (𝑊𝑊𝑐𝑐[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑐𝑐)       (3) 

𝐶𝐶𝑡𝑡  =  𝑓𝑓𝑡𝑡  ⨀ 𝐶𝐶𝑡𝑡−1 + 𝑖𝑖𝑡𝑡  ⨀ �̃�𝐶t        (4) 

𝑜𝑜𝑡𝑡 = 𝜎𝜎 (𝑊𝑊𝑜𝑜[ℎt-1, 𝑋𝑋𝑡𝑡] + 𝑏𝑏𝑜𝑜)         (5) 

 ℎ𝑡𝑡 = 𝑜𝑜𝑡𝑡  ⨀  𝑡𝑡𝑡𝑡𝑡𝑡ℎ (𝐶𝐶𝑡𝑡)     [6]
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Figure 2. Model-1 (One hidden layer with one long short-term memory layer [LSTM])
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are learned weight parameters for every gate, and b_f, b_i, b_c, b_o are corresponding 
bias vector.

Fully connected layer receives t from the LSTM layer and processes it with weights 
and biases.

     𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎt + 𝑏𝑏𝑓𝑓𝑐𝑐 )   [7]

where, Wfc is referred to  weight of fully connected layer and bfc is bias.

Dense layer (output) takes the output of the fully connected layer and maps it to the 
output using the last weight and bias.

𝑦𝑦 = (𝑊𝑊𝑑𝑑𝑑𝑑𝑡𝑡𝑑𝑑𝑑𝑑 𝐻𝐻 + 𝑏𝑏𝑑𝑑𝑑𝑑𝑡𝑡𝑑𝑑𝑑𝑑 )    [8]

where, Wdense  is referred to weight of output layer and bdense is bias.

A representation of the second network architecture that was utilized in the research 
is shown in Model -2, which can be found in this following Figure 3. Model -2, which can be found in this following Figure 3.  

 

 
 
 
 
 
 

 

 

Figure 3. Model-2 (Two hidden  
Figure 3. Model-2 (Two hidden layers with two long short-term memory [LSTM] layers)

The LSTM architecture models, Model-2 and Model-3 (Figures 3 and 4), are essentially 
the same as the LSTM architecture model, Model-1, for computations and mathematical 
models; however, they have an additional hidden layer. The following is a mathematical 
model that represents the LSTM network architecture Model-2 (Chen et al., 2022; 
Hochreiter & Schmidhuber, 1997; Van Houdt et al., 2020).
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LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

 is 
computed from the input LSTM Layer 1:            ℎ𝑡𝑡

(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1
(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

, previous hidden state LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

, input weights LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

, recurrent weights 
LSTM Layer 1:            ℎ𝑡𝑡

(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1
(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

, and bias LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

, using the sigmoid activation σ: LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

. This 
hidden state is transformed by a fully connected layer into a new feature 

LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

 using ReLU 
activation: 

LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

 where 

LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

 and 

LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

 are the weights and bias of 
the dense layer. The second LSTM layer uses this 

LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

 along with its previous hidden state 
ℎ𝑡𝑡

(2) , weights 

LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

, 

LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

, and bias 

LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

 to compute: 

LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

. Finally, 
the model output is calculated as: Dense Layer (Output):  𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡

(2) + 𝑏𝑏𝑜𝑜)  with 

LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

 and 

LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

representing the 
output layer’s weights and bias. This design enables the model to learn both short- and 
long-term dependencies effectively. Henceforth, the network architecture used in this study 
is LSTM model-3, which can be seen in the following Figure 4.

Figure 4 is the LSTM architecture Model-3, which is essentially identical to the previous 
one, with the exception that a dropout layer is used in place of the middle layer to avoid 

Figure 4. Model-3 (two hidden layers with two long short-term memory [LSTM] layers and one dropout layer)
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overfitting. The following mathematical model represents the LSTM network architecture 
Model-3 (Chen et al., 2022; Hochreiter & Schmidhuber, 1997; Van Houdt et al., 2020).

LSTM layer 1:      ℎ𝑡𝑡
(1) = 𝜎𝜎 (𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) +  𝑏𝑏1)             (13) 

Dropout layer:            ℎ𝑡𝑡
(𝑑𝑑) = Dropout (ℎ𝑡𝑡

(1),𝑝𝑝)  ; 𝑝𝑝 is dropout probability           (14) 

LSTM layer 2:      ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2ℎ𝑡𝑡

(𝑑𝑑) + 𝑈𝑈2ℎ𝑡𝑡−1
(2) +  𝑏𝑏2)             (15) 

Dense layer (Output):    𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                 (16 

LSTM layer 1:      ℎ𝑡𝑡
(1) = 𝜎𝜎 (𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) +  𝑏𝑏1)             (13) 

Dropout layer:            ℎ𝑡𝑡
(𝑑𝑑) = Dropout (ℎ𝑡𝑡

(1),𝑝𝑝)  ; 𝑝𝑝 is dropout probability           (14) 

LSTM layer 2:      ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2ℎ𝑡𝑡

(𝑑𝑑) + 𝑈𝑈2ℎ𝑡𝑡−1
(2) +  𝑏𝑏2)             (15) 

Dense layer (Output):    𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                 (16 

 [13]LSTM layer 1:      ℎ𝑡𝑡
(1) = 𝜎𝜎 (𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) +  𝑏𝑏1)             (13) 

Dropout layer:            ℎ𝑡𝑡
(𝑑𝑑) = Dropout (ℎ𝑡𝑡

(1),𝑝𝑝)  ; 𝑝𝑝 is dropout probability           (14) 

LSTM layer 2:      ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2ℎ𝑡𝑡

(𝑑𝑑) + 𝑈𝑈2ℎ𝑡𝑡−1
(2) +  𝑏𝑏2)             (15) 

Dense layer (Output):    𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                 (16 

LSTM layer 1:      ℎ𝑡𝑡
(1) = 𝜎𝜎 (𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) +  𝑏𝑏1)             (13) 

Dropout layer:            ℎ𝑡𝑡
(𝑑𝑑) = Dropout (ℎ𝑡𝑡

(1),𝑝𝑝)  ; 𝑝𝑝 is dropout probability           (14) 

LSTM layer 2:      ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2ℎ𝑡𝑡

(𝑑𝑑) + 𝑈𝑈2ℎ𝑡𝑡−1
(2) +  𝑏𝑏2)             (15) 

Dense layer (Output):    𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                 (16 

 [14]
LSTM layer 1:      ℎ𝑡𝑡

(1) = 𝜎𝜎 (𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1
(1) +  𝑏𝑏1)             (13) 

Dropout layer:            ℎ𝑡𝑡
(𝑑𝑑) = Dropout (ℎ𝑡𝑡

(1),𝑝𝑝)  ; 𝑝𝑝 is dropout probability           (14) 

LSTM layer 2:      ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2ℎ𝑡𝑡

(𝑑𝑑) + 𝑈𝑈2ℎ𝑡𝑡−1
(2) +  𝑏𝑏2)             (15) 

Dense layer (Output):    𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                 (16 

LSTM layer 1:      ℎ𝑡𝑡
(1) = 𝜎𝜎 (𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) +  𝑏𝑏1)             (13) 

Dropout layer:            ℎ𝑡𝑡
(𝑑𝑑) = Dropout (ℎ𝑡𝑡

(1),𝑝𝑝)  ; 𝑝𝑝 is dropout probability           (14) 

LSTM layer 2:      ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2ℎ𝑡𝑡

(𝑑𝑑) + 𝑈𝑈2ℎ𝑡𝑡−1
(2) +  𝑏𝑏2)             (15) 

Dense layer (Output):    𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                 (16 

 [15]

Dense layer (Output):    𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜)  [16]

where,  the hidden state LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

using the current input LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

, the previous hidden state  
LSTM Layer 1:            ℎ𝑡𝑡

(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1
(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

, weight matrices LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

 and LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

, and a bias term LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

. Then, a dropout layer is applied to 

LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

 producing a new intermediate state 

LSTM layer 1:      ℎ𝑡𝑡
(1) = 𝜎𝜎 (𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) +  𝑏𝑏1)             (13) 

Dropout layer:            ℎ𝑡𝑡
(𝑑𝑑) = Dropout (ℎ𝑡𝑡

(1),𝑝𝑝)  ; 𝑝𝑝 is dropout probability           (14) 

LSTM layer 2:      ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2ℎ𝑡𝑡

(𝑑𝑑) + 𝑈𝑈2ℎ𝑡𝑡−1
(2) +  𝑏𝑏2)             (15) 

Dense layer (Output):    𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                 (16 

by randomly dropping  units based on the 

dropout probability 

LSTM layer 1:      ℎ𝑡𝑡
(1) = 𝜎𝜎 (𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) +  𝑏𝑏1)             (13) 

Dropout layer:            ℎ𝑡𝑡
(𝑑𝑑) = Dropout (ℎ𝑡𝑡

(1),𝑝𝑝)  ; 𝑝𝑝 is dropout probability           (14) 

LSTM layer 2:      ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2ℎ𝑡𝑡

(𝑑𝑑) + 𝑈𝑈2ℎ𝑡𝑡−1
(2) +  𝑏𝑏2)             (15) 

Dense layer (Output):    𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                 (16 

. This result is fed into the second LSTM layer, which produces 

LSTM layer 1:      ℎ𝑡𝑡
(1) = 𝜎𝜎 (𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) +  𝑏𝑏1)             (13) 

Dropout layer:            ℎ𝑡𝑡
(𝑑𝑑) = Dropout (ℎ𝑡𝑡

(1),𝑝𝑝)  ; 𝑝𝑝 is dropout probability           (14) 

LSTM layer 2:      ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2ℎ𝑡𝑡

(𝑑𝑑) + 𝑈𝑈2ℎ𝑡𝑡−1
(2) +  𝑏𝑏2)             (15) 

Dense layer (Output):    𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                 (16 using 

LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

, 

LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

, and 

LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

. The final output Dense layer (Output):    𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜)  is calculated through a dense layer with weights 

LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

 and bias 

LSTM Layer 1:            ℎ𝑡𝑡
(1) = 𝜎𝜎 �𝑊𝑊1𝑋𝑋𝑡𝑡 + 𝑈𝑈1ℎ𝑡𝑡−1

(1) + 𝑏𝑏1�               (9) 

Fully Connected Layer:          𝐻𝐻 = ReLU (𝑊𝑊𝑓𝑓𝑐𝑐ℎ𝑡𝑡
(1)+ 𝑏𝑏𝑓𝑓𝑐𝑐 )              (10)

   

LSTM Layer 2:   ℎ𝑡𝑡
(2) = 𝜎𝜎 (𝑊𝑊2𝐻𝐻 + 𝑈𝑈2ℎ𝑡𝑡−1

(2) +  𝑏𝑏2)             (11) 

Dense Layer (Output):   𝑦𝑦 = (𝑊𝑊𝑜𝑜ℎ𝑡𝑡
(2) + 𝑏𝑏𝑜𝑜                            (12) 

 

.

Optimization Techniques

Experiments are conducted by comparing seven different optimization methods, namely 
SGD, ADAM, RMSprop, AdaGrad, AdaDelta, NADAM, and AdaMax. Each GD based 
optimization method has a unique approach in updating the model parameters. The main 
equations for the methods used in this study are as follows: 

The SGD method is a basic form of gradient-based optimization. The mathematical 
equation for all the GD method is using this following equations (Ruder, 2016):

𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  𝜂𝜂∇𝐿𝐿 (𝜃𝜃𝑡𝑡)   [17]

where, the model parameters at a given iteration (denoted as 𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  𝜂𝜂∇𝐿𝐿 (𝜃𝜃𝑡𝑡)  ) are updated to 𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  𝜂𝜂∇𝐿𝐿 (𝜃𝜃𝑡𝑡)  
by moving in the opposite direction of the gradient of the loss function. This update is 
controlled by a learning rate (η), a small positive value that determines the size of each step 
towards minimizing the loss. The gradient, represented as 𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  𝜂𝜂∇𝐿𝐿 (𝜃𝜃𝑡𝑡)  , indicates how much 
the loss changes with respect to the current parameters, guiding the optimization process. 
AdaGrad adjusts the learning rate for each parameter based on the previous gradient: 

𝑔𝑔𝑡𝑡 = ∇ 𝐿𝐿 (𝜃𝜃𝑡𝑡)  [18]
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𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  
𝜂𝜂

�𝐺𝐺𝑡𝑡 + 𝜖𝜖
 ⨀ 𝑔𝑔𝑡𝑡   [19]

𝐺𝐺𝑡𝑡 = 𝐺𝐺𝑡𝑡−1 +  𝑔𝑔𝑡𝑡2  [20]

The AdaGrad optimizer improves the standard gradient descent method by adapting the 
learning rate for each model parameter based on the historical accumulation of gradients. 
At each training step, it calculates the gradient of the loss function with respect to 
the current parameters, noted as 𝑔𝑔𝑡𝑡 = ∇ 𝐿𝐿 (𝜃𝜃𝑡𝑡) . Instead of applying a fixed learning rate, 
AdaGrad adjusts it by dividing the global learning rate η by the square root of the sum of 
all past squared gradients 𝐺𝐺𝑡𝑡 = 𝐺𝐺𝑡𝑡−1 +  𝑔𝑔𝑡𝑡2 , and a small constant ε to maintain numerical stability. This 
results in the update rule 𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  

𝜂𝜂

�𝐺𝐺𝑡𝑡 + 𝜖𝜖
 ⨀ 𝑔𝑔𝑡𝑡  , where 𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  

𝜂𝜂

�𝐺𝐺𝑡𝑡 + 𝜖𝜖
 ⨀ 𝑔𝑔𝑡𝑡   indicates element-

wise multiplication. The cumulative term 𝐺𝐺𝑡𝑡 = 𝐺𝐺𝑡𝑡−1 +  𝑔𝑔𝑡𝑡2  is updated at each step as 𝐺𝐺𝑡𝑡 = 𝐺𝐺𝑡𝑡−1 +  𝑔𝑔𝑡𝑡2 . 
This approach naturally decreases the learning rate for parameters that frequently receive 
large updates, which helps improve learning efficiency and model performance, especially 
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wise multiplication. ADAM combines momentum and RMSProp for adaptive learning 
rate adjustment (Kingma & Ba, 2015; Ruder, 2016): 
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corrected estimates are used as shown in Equation [26]. The model parameters are updated 
using Equation [27], where 
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learning rate, and 𝜖𝜖   is a small constant added for numerical stability. This combination of 
momentum and adaptive learning rate adjustment makes Adam particularly effective for 
deep learning tasks. AdaDelta overcomes gradient accumulation in AdaGrad by using a 
moving average of the gradients (Ruder, 2016):
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The algorithm maintains a decaying average of past squared gradients as shown in 
Equation [28], where 𝑔𝑔𝑡𝑡 = ∇ 𝐿𝐿 (𝜃𝜃𝑡𝑡)  is the gradient at the current time step, and 

𝑔𝑔𝑡𝑡 = ∇𝐿𝐿 (𝜃𝜃𝑡𝑡)                 (21) 

 

𝐸𝐸[𝑔𝑔𝑡𝑡2] = 𝜌𝜌𝐸𝐸 [𝑔𝑔𝑡𝑡−1
2 ] + (1 − 𝜌𝜌)𝑔𝑔𝑡𝑡2                        (22) 

 

𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  𝜂𝜂

�𝐸𝐸�𝑔𝑔𝑡𝑡2�+𝜖𝜖
 ⨀ 𝑔𝑔𝑡𝑡     

 is a decay constant 
that controls how much weight is given to past values. Parameter updates are calculated 
using Equation [29], where 
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This formulation scales the raw gradient based on the ratio between the root mean square of 
previous updates and the current average of squared gradients, with 𝜖𝜖   (a small constanta) 
included to prevent division by zero and enhance numerical stability. Updates the moving 
average of squared parameter updates using Equation [30], where 
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∆𝜃𝜃𝑡𝑡 = −  
�𝐸𝐸�∆𝜃𝜃𝑡𝑡−1

2 �

�𝐸𝐸�𝑔𝑔𝑡𝑡2�+𝜖𝜖
+  𝜖𝜖                (29) 

 

𝐸𝐸[∆𝜃𝜃𝑡𝑡2] = 𝜌𝜌𝐸𝐸[∆𝜃𝜃𝑡𝑡−1
2 ] + (1 − 𝜌𝜌)(∆ 𝜃𝜃𝑡𝑡) 2  is the element-

wise square of the current update. This recursive structure ensures consistent and adaptive 
parameter updates over time.
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Adamax is an ADAM variant based on norm infinity (ℓ ⋈ ), the mathematical equation 
is using this following equations (Ruder, 2016) :

𝑚𝑚𝑡𝑡 = 𝛽𝛽1𝑚𝑚𝑡𝑡−1 +  (1 − 𝛽𝛽1)𝑔𝑔𝑡𝑡              (31) 

 

𝑢𝑢𝑡𝑡 = 𝑀𝑀𝑡𝑡𝑀𝑀 (𝛽𝛽2𝑢𝑢𝑡𝑡−1 , |𝑔𝑔𝑡𝑡2|)                (32) 

 

𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  𝜂𝜂
�𝑢𝑢𝑡𝑡

 𝑚𝑚𝑡𝑡   

 [31]
𝑚𝑚𝑡𝑡 = 𝛽𝛽1𝑚𝑚𝑡𝑡−1 +  (1 − 𝛽𝛽1)𝑔𝑔𝑡𝑡              (31) 

 

𝑢𝑢𝑡𝑡 = 𝑀𝑀𝑡𝑡𝑀𝑀 (𝛽𝛽2𝑢𝑢𝑡𝑡−1 , |𝑔𝑔𝑡𝑡2|)                (32) 

 

𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  𝜂𝜂
�𝑢𝑢𝑡𝑡

 𝑚𝑚𝑡𝑡   

 [32]

𝑚𝑚𝑡𝑡 = 𝛽𝛽1𝑚𝑚𝑡𝑡−1 +  (1 − 𝛽𝛽1)𝑔𝑔𝑡𝑡              (31) 

 

𝑢𝑢𝑡𝑡 = 𝑀𝑀𝑡𝑡𝑀𝑀 (𝛽𝛽2𝑢𝑢𝑡𝑡−1 , |𝑔𝑔𝑡𝑡2|)                (32) 

 

𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  𝜂𝜂
�𝑢𝑢𝑡𝑡

 𝑚𝑚𝑡𝑡    [33]

The first moment estimate is computed using an exponentially weighted moving 
average of the gradients, as shown in Equation [31], where 𝑚𝑚𝑡𝑡 = 𝛽𝛽1𝑚𝑚𝑡𝑡−1 +  (1 − 𝛽𝛽1)𝑔𝑔𝑡𝑡               (24) 

 

𝑣𝑣𝑡𝑡 = 𝛽𝛽2𝑣𝑣𝑡𝑡−1 + (1 − 𝛽𝛽2)𝑔𝑔𝑡𝑡2               (25) 

 

𝑚𝑚𝑡𝑡� = 𝑚𝑚𝑡𝑡
1−𝛽𝛽1

𝑡𝑡 +  𝑣𝑣𝑡𝑡� = 𝑣𝑣𝑡𝑡
1−𝛽𝛽2

𝑡𝑡                (26) 

         

𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  𝜂𝜂
�𝑣𝑣𝑡𝑡+𝜖𝜖

 𝑚𝑚𝑡𝑡   

 is the exponentially weighted 
average of gradients, 𝑔𝑔𝑡𝑡 = ∇ 𝐿𝐿 (𝜃𝜃𝑡𝑡)  is the current gradient, and β₁ is the decay rate. Adamax uses the 
infinity norm, as defined in Equation [32], where 𝑢𝑢𝑡𝑡  is the running maximum of the 
scaled gradient magnitudes, β₂ is the decay rate for this term, and  |𝑔𝑔𝑡𝑡 |   is the element-wise 
absolute gradient. The parameters are then updated using Equation [33], where 

𝑔𝑔𝑡𝑡 = ∇𝐿𝐿 (𝜃𝜃𝑡𝑡)                 (21) 

 

𝐸𝐸[𝑔𝑔𝑡𝑡2] = 𝜌𝜌𝐸𝐸 [𝑔𝑔𝑡𝑡−1
2 ] + (1 − 𝜌𝜌)𝑔𝑔𝑡𝑡2                        (22) 

 

𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  𝜂𝜂

�𝐸𝐸�𝑔𝑔𝑡𝑡2�+𝜖𝜖
 ⨀ 𝑔𝑔𝑡𝑡      is the 

parameter at step t, η is the learning rate, and the denominator normalizes the update using 
the square root of the infinity norm. NADAM added Nesterov's momentum to ADAM's 
(Ruder, 2016).

𝑚𝑚𝑡𝑡 = 𝛽𝛽1𝑚𝑚𝑡𝑡−1 +  (1 − 𝛽𝛽1)𝑔𝑔𝑡𝑡              (34) 

 

𝑢𝑢𝑡𝑡 = 𝛽𝛽2𝑢𝑢𝑡𝑡−1 +  (1 − 𝛽𝛽2)𝑔𝑔𝑡𝑡2              (35) 

 

𝑚𝑚𝑡𝑡� = 𝑚𝑚𝑡𝑡
1−𝛽𝛽1

𝑡𝑡 +  (1− 𝛽𝛽1
1−𝛽𝛽1

𝑡𝑡  𝑔𝑔𝑡𝑡                 (36) 

 

𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  
𝜂𝜂

�𝑢𝑢𝑡𝑡� + 𝜖𝜖
 𝑚𝑚𝑡𝑡�  

 [34]
𝑚𝑚𝑡𝑡 = 𝛽𝛽1𝑚𝑚𝑡𝑡−1 +  (1 − 𝛽𝛽1)𝑔𝑔𝑡𝑡              (34) 

 

𝑢𝑢𝑡𝑡 = 𝛽𝛽2𝑢𝑢𝑡𝑡−1 +  (1 − 𝛽𝛽2)𝑔𝑔𝑡𝑡2              (35) 

 

𝑚𝑚𝑡𝑡� = 𝑚𝑚𝑡𝑡
1−𝛽𝛽1

𝑡𝑡 +  (1− 𝛽𝛽1
1−𝛽𝛽1

𝑡𝑡  𝑔𝑔𝑡𝑡                 (36) 

 

𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  
𝜂𝜂

�𝑢𝑢𝑡𝑡� + 𝜖𝜖
 𝑚𝑚𝑡𝑡�  

 [35]

𝑚𝑚𝑡𝑡 = 𝛽𝛽1𝑚𝑚𝑡𝑡−1 +  (1 − 𝛽𝛽1)𝑔𝑔𝑡𝑡              (34) 

 

𝑢𝑢𝑡𝑡 = 𝛽𝛽2𝑢𝑢𝑡𝑡−1 +  (1 − 𝛽𝛽2)𝑔𝑔𝑡𝑡2              (35) 

 

𝑚𝑚𝑡𝑡� = 𝑚𝑚𝑡𝑡
1−𝛽𝛽1

𝑡𝑡 +  (1− 𝛽𝛽1
1−𝛽𝛽1

𝑡𝑡  𝑔𝑔𝑡𝑡                 (36) 

 

𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  
𝜂𝜂

�𝑢𝑢𝑡𝑡� + 𝜖𝜖
 𝑚𝑚𝑡𝑡�  

 [36]

𝑚𝑚𝑡𝑡 = 𝛽𝛽1𝑚𝑚𝑡𝑡−1 +  (1 − 𝛽𝛽1)𝑔𝑔𝑡𝑡              (34) 

 

𝑢𝑢𝑡𝑡 = 𝛽𝛽2𝑢𝑢𝑡𝑡−1 +  (1 − 𝛽𝛽2)𝑔𝑔𝑡𝑡2              (35) 

 

𝑚𝑚𝑡𝑡� = 𝑚𝑚𝑡𝑡
1−𝛽𝛽1

𝑡𝑡 +  (1− 𝛽𝛽1
1−𝛽𝛽1

𝑡𝑡  𝑔𝑔𝑡𝑡                 (36) 

 

𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  
𝜂𝜂

�𝑢𝑢𝑡𝑡� + 𝜖𝜖
 𝑚𝑚𝑡𝑡�   [37]

In the NADAM optimization algorithm 

𝑔𝑔𝑡𝑡 = ∇𝐿𝐿 (𝜃𝜃𝑡𝑡)                 (21) 

 

𝐸𝐸[𝑔𝑔𝑡𝑡2] = 𝜌𝜌𝐸𝐸 [𝑔𝑔𝑡𝑡−1
2 ] + (1 − 𝜌𝜌)𝑔𝑔𝑡𝑡2                        (22) 

 

𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  𝜂𝜂

�𝐸𝐸�𝑔𝑔𝑡𝑡2�+𝜖𝜖
 ⨀ 𝑔𝑔𝑡𝑡      represent for the model parameters at 

iteration t, and 

𝑔𝑔𝑡𝑡 = ∇𝐿𝐿 (𝜃𝜃𝑡𝑡)                 (21) 

 

𝐸𝐸[𝑔𝑔𝑡𝑡2] = 𝜌𝜌𝐸𝐸 [𝑔𝑔𝑡𝑡−1
2 ] + (1 − 𝜌𝜌)𝑔𝑔𝑡𝑡2                        (22) 

 

𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  𝜂𝜂

�𝐸𝐸�𝑔𝑔𝑡𝑡2�+𝜖𝜖
 ⨀ 𝑔𝑔𝑡𝑡      denote the update parameters.The gradient of the loss function at time 

t is denoted by 𝑔𝑔𝑡𝑡 = ∇ 𝐿𝐿 (𝜃𝜃𝑡𝑡) . The algorithm keeps track of two moving averages: 𝑚𝑚𝑡𝑡 = 𝛽𝛽1𝑚𝑚𝑡𝑡−1 +  (1 − 𝛽𝛽1)𝑔𝑔𝑡𝑡               (24) 

 

𝑣𝑣𝑡𝑡 = 𝛽𝛽2𝑣𝑣𝑡𝑡−1 + (1 − 𝛽𝛽2)𝑔𝑔𝑡𝑡2               (25) 

 

𝑚𝑚𝑡𝑡� = 𝑚𝑚𝑡𝑡
1−𝛽𝛽1

𝑡𝑡 +  𝑣𝑣𝑡𝑡� = 𝑣𝑣𝑡𝑡
1−𝛽𝛽2

𝑡𝑡                (26) 

         

𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  𝜂𝜂
�𝑣𝑣𝑡𝑡+𝜖𝜖

 𝑚𝑚𝑡𝑡   

, which is the 
exponentially weighted average of past gradients (also known as the first moment), and 
𝑢𝑢𝑡𝑡 , which is the exponentially weighted average of past squared gradients (the second 
moment). These averages help smooth out the noise in the gradient updates. To improve 
stability early in training, NADAM uses a bias- corrected version of the first moment, noted 
as 

𝑚𝑚𝑡𝑡 = 𝛽𝛽1𝑚𝑚𝑡𝑡−1 +  (1 − 𝛽𝛽1)𝑔𝑔𝑡𝑡              (34) 

 

𝑢𝑢𝑡𝑡 = 𝛽𝛽2𝑢𝑢𝑡𝑡−1 +  (1 − 𝛽𝛽2)𝑔𝑔𝑡𝑡2              (35) 

 

𝑚𝑚𝑡𝑡� = 𝑚𝑚𝑡𝑡
1−𝛽𝛽1

𝑡𝑡 +  (1− 𝛽𝛽1
1−𝛽𝛽1

𝑡𝑡  𝑔𝑔𝑡𝑡                 (36) 

 

𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 −  
𝜂𝜂

�𝑢𝑢𝑡𝑡� + 𝜖𝜖
 𝑚𝑚𝑡𝑡�  , which also incorporates a lookahead gradient term inspired by Nesterov momentum. 

The constants β₁ and β₂ control the decay rates of these moving averages and are usually 
set close to 1. The learning rate, symbolized by η, determines how big each step should be 
when updating the parameters, and 𝜖𝜖   is a small value added to the denominator to avoid 
division by zero, ensuring numerical stability.
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Activation Functions

Five activation functions—Sigmoid, Softmax, ReLU, tanh, and Exponential—were 
employed in this study to maximize the RNN model's performance. Particularly in deciding 
how information is processed and transmitted in each neuron layer, each of these functions 
has a distinct function and set of properties in the model training process. Sigmoid is perfect 
for binary classification because it compresses outputs between 0 and 1. Nevertheless, it 
slows down model updates due to the vanishing gradient issue. The function for all the 
activation function variant is using this following equations (Szandała , 2020):

σ (𝑀𝑀) =  
1

1 +  𝑑𝑑−𝑀𝑀
   [38]

The sigmoid function σ (σ (𝑀𝑀) =  
1

1 +  𝑑𝑑−𝑀𝑀
  ) is the output of the activation function, mapping any real- 

valued input σ (𝑀𝑀) =  
1

1 +  𝑑𝑑−𝑀𝑀
   to a value between 0 and 1. The input σ (𝑀𝑀) =  

1
1 +  𝑑𝑑−𝑀𝑀

   is typically the weighted sum of 
inputs to a neuron, given by σ (𝑀𝑀) =  

1
1 +  𝑑𝑑−𝑀𝑀

   = w₁x₁ + w₂x₂ + ... + wnxn + b, where wᵢ is the weight of 
the i-th input, xᵢ is the i-th input feature, and b is the bias term. The constant e is Euler’s 
number, approximately 2.71828, and 

σ (𝑀𝑀) =  
1

1 +  𝑑𝑑−𝑀𝑀
  
 is the exponential function with exponent -σ (𝑀𝑀) =  

1
1 +  𝑑𝑑−𝑀𝑀

  , 
which decreases rapidly as σ (𝑀𝑀) =  

1
1 +  𝑑𝑑−𝑀𝑀

   increases.  
Softmax transforms inputs into a probability distribution, generalizing sigmoid for 

multi-class classification. Its downside is overfitting, as it might give excessive probabilities. 
Softmax is defined as:

Softmax (𝑀𝑀𝑖𝑖) =  
𝑑𝑑𝑀𝑀𝑖𝑖
∑ 𝑑𝑑𝑀𝑀𝑖𝑖𝑗𝑗

  [39]

where, (σ (𝑀𝑀) =  
1

1 +  𝑑𝑑−𝑀𝑀
  ᵢ) is the output for the i-th class, representing the predicted probability that 

the input belongs to class i. The term σ (𝑀𝑀) =  
1

1 +  𝑑𝑑−𝑀𝑀
  ᵢ refers to the logit or raw output score from the 

model for the i-th class, (before the activation). The constant 
Softmax (𝑀𝑀𝑖𝑖) =  

𝑑𝑑𝑀𝑀𝑖𝑖
∑ 𝑑𝑑𝑀𝑀𝑖𝑖𝑗𝑗

 
 denotes Euler’s number, 

approximately equal to 2.71828. The expression 
Softmax (𝑀𝑀𝑖𝑖) =  

𝑑𝑑𝑀𝑀𝑖𝑖
∑ 𝑑𝑑𝑀𝑀𝑖𝑖𝑗𝑗

  is the exponential of the logit xᵢ, which 
scales the output positively. The denominator 

Softmax (𝑀𝑀𝑖𝑖) =  
𝑑𝑑𝑀𝑀𝑖𝑖
∑ 𝑑𝑑𝑀𝑀𝑖𝑖𝑗𝑗

 
 is the sum of the exponentials of all 

logits across all classes 
Softmax (𝑀𝑀𝑖𝑖) =  

𝑑𝑑𝑀𝑀𝑖𝑖
∑ 𝑑𝑑𝑀𝑀𝑖𝑖𝑗𝑗

 
 used to normalizes the output so that they add up to 1.

By only activating positive values, the ReLU resolves the vanishing gradient problem 
and accelerates convergence. It has to deal with the fading ReLU issue, though, where 
neurons might stop working. This function is formulated as:

ReLU(𝑀𝑀) = � 𝑀𝑀, 𝑀𝑀 > 0
𝛼𝛼0, 𝑀𝑀 ≤ 0  [40]
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where, ReLU(σ (𝑀𝑀) =  
1

1 +  𝑑𝑑−𝑀𝑀
  ) is the output of the activation function applied to the input x, which 

typically represents the weighted sum of inputs to a neuron. The symbol x is the input 
value, and α is a small positive constant (usually around 0.01) called the leakage coefficient, 
which allows a small, non-zero gradient when x is negative. This helps avoid the “dying 
ReLU” problem by ensuring that neurons can still update during training even when they 
receive negative inputs.

Similar to sigmoid, tanh improves representation by having an output range of -1 to 
1. The vanishing gradient still affects it, particularly at extreme values. This function is 
defined as:

tanh(𝑀𝑀) =
𝑑𝑑𝑀𝑀 − 𝑑𝑑−𝑀𝑀

𝑑𝑑𝑀𝑀 + 𝑑𝑑−𝑀𝑀
  [41]

where, σ (𝑀𝑀) =  
1

1 +  𝑑𝑑−𝑀𝑀
   represents the input value, typically the weighted sum of inputs to a neuron. 

The symbol 
Softmax (𝑀𝑀𝑖𝑖) =  

𝑑𝑑𝑀𝑀𝑖𝑖
∑ 𝑑𝑑𝑀𝑀𝑖𝑖𝑗𝑗

 
 stands for Euler’s number, approximately equal to 2.71828. The terms 

tanh(𝑀𝑀) =
𝑑𝑑𝑀𝑀 − 𝑑𝑑−𝑀𝑀

𝑑𝑑𝑀𝑀 + 𝑑𝑑−𝑀𝑀
  

and 
tanh(𝑀𝑀) =

𝑑𝑑𝑀𝑀 − 𝑑𝑑−𝑀𝑀

𝑑𝑑𝑀𝑀 + 𝑑𝑑−𝑀𝑀
  are the exponential functions of x and -x, respectively. The numerator 

tanh(𝑀𝑀) =
𝑑𝑑𝑀𝑀 − 𝑑𝑑−𝑀𝑀

𝑑𝑑𝑀𝑀 + 𝑑𝑑−𝑀𝑀
  

gives the difference of exponentials, while the denominator 
tanh(𝑀𝑀) =

𝑑𝑑𝑀𝑀 − 𝑑𝑑−𝑀𝑀

𝑑𝑑𝑀𝑀 + 𝑑𝑑−𝑀𝑀
 
 ensures the output 

remains bounded between -1 and 1.
Exponential learning speeds up learning by exponentially magnifying input values, 

but it also runs the danger of inflating gradients, which can cause training instability. 
Exponential defined as:

Exponential (𝑀𝑀) = 𝑑𝑑𝑀𝑀    [42]

where, x represents the input value, typically the weighted sum of inputs to a neuron. 
The symbol 

Softmax (𝑀𝑀𝑖𝑖) =  
𝑑𝑑𝑀𝑀𝑖𝑖
∑ 𝑑𝑑𝑀𝑀𝑖𝑖𝑗𝑗

 
 stands for Euler’s number (~2.71828) and the terms 

tanh(𝑀𝑀) =
𝑑𝑑𝑀𝑀 − 𝑑𝑑−𝑀𝑀

𝑑𝑑𝑀𝑀 + 𝑑𝑑−𝑀𝑀
  grows rapidly with 

positive x and approaches zero as x becomes negative.

Experimental Configuration

Experiments were conducted to compare several optimization methods discussed, such as 
ADAM, RMSprop, SGD, AdaGrad, AdaDelta, NADAM, and AdaMax. The RNN model 
consisted of an input layer that was then forwarded to the LSTM architecture, and the last 
layer was the output layer. Based on Tabel 1, the training data was processed for a batch 
size of 32 sample records and 100 epochs. The training data was compiled with the learning 
rate of 0.1, 0.01, and 0.001, respectively. The network structure is shown in Table 1.
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Table 1 
Recurrent Neural Network structure specification

Description Value
Learning rate 0.1; 0.01; 0001
Number of epoch 100
Batch size 32
Number of training 80% : 80,000
Number of validation 20% : 20,000
Optimizer ADAM, RMSprop, SGD, AdaGrad, AdaDelta, NADAM, and AdaMax
Activation function Sigmoid, Softmax, ReLU, tanh, and Exponential

Note. ADAM = Adaptive Moment Estimation; RMSProp = Root Mean Square Propagation; SGD = Stochastic 
Gradient Descent; AdaGrad = Adaptive Gradient Algorithm; AdaDelta = Adaptive Delta; NADAM = Nesterov-
accelerated Adaptive Moment Estimation; AdaMax = Adaptive Moment Estimation with Infinity Norm

RESULTS AND DISCUSSION

The purpose of the experiment was to analyze each configuration of optimizers, which 
included ADAM, RMSprop, SGD, AdaGrad, AdaDelta, NADAM, and AdaMax with three 
LSTM network architecture models, five activation functions, and three learning rates (α), 
respectively. The comparison results shown in Table 2 are the training process or training 
time in minutes, abbreviated by "TT", and the test accuracy in percentages, abbreviated 
by "TA", for every configuration. 

This study systematically evaluated the performance of various optimization algorithms 
using RNN architecture, specifically LSTM networks. The implementation was carried 
out using the TensorFlow DL library and Python programming language. The experiments 
were performed on a Dell personal computer equipped with an Intel Core i7 processor, 
16 GB of RAM, and an NVIDIA GeForce GTX 1660 graphics card, ensuring a robust 
computational setup. Performance evaluation was based on test accuracy and training 
time, with results systematically compiled into tables summarizing the impact of different 
optimizers and hyperparameter configurations such as learning rates (0.1, 0.01, and 0.001) 
and five activation functions (Sigmoid, Softmax, ReLU, tanh, and Exponential). Each trial 
maintained a consistent batch size of 32 samples, ensuring uniform data processing across 
all experiments for comparability. 

Table 2 indicates that testing accuracy is determined by the model evaluation outcomes 
following training with the test dataset. The test accuracy value is calculated by splitting 
the dataset into two sections: the training process (80%) and the testing process (20%). 
The model is trained using training data with various parameters (optimizer, learning rate, 
activation function) during the training process. Following training, the model is tested 
using the test dataset (test set). By contrasting the actual label in the test dataset with the 
model prediction, the degree of accuracy, also known as test accuracy, is determined.
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Table 2 
Performance comparisons of studied optimization algorithms

Optimizer
model

LSTM
architecture

Activation 
function

α = 0.1 α = 0.01 α = 0.001
TT 

(min)
TA
(%)

TT 
(min)

TA 
(%)

TT 
(min)

TA 
(%)

ADAM

Model-1

Sigmoid 81.56 78.31 73.73 76.38 76.43 78.29

Softmax 17.96 1.83 78.33 1.83 80.18 1.83

ReLU 79.83 78.31 79.24 78.31 79.67 78.31

tanh 17.8 78.31 17.91 78.31 17.87 78.31

Exponential 17.84 78.31 17.89 78.31 17.95 78.31

Model-2

Sigmoid 32.04 78.31 31.8 78.31 31.66 78.31

Softmax 31.74 1.83 31.81 1.83 31.78 1.83

ReLU 31.97 78.31 32.47 78.31 34.4 78.31

tanh 34 78.31 34.28 78.31 34.14 78.31

Exponential 34.03 78.31 33.53 78.31 34.29 78.31

Model-3

Sigmoid 32.05 75.09 31.17 75.10 31.37 75.11

Softmax 31.53 1.83 31.66 1.83 31.51 1.83

ReLU 31.46 78.31 31.63 78.31 31.6 78.31

tanh 31.49 78.31 31.47 78.31 31.55 78.31

Exponential 31.6 78.31 31.55 78.31 31.56 78.31

RMSprop

Model-1

Sigmoid 17.81 78.31 17.72 78.31 18.03 78.31

Softmax 18.02 1.83 18.02 1.83 18.1 1.83

ReLU 18.01 78.31 18.01 78.31 17.89 78.31

tanh 17.9 78.31 17.99 78.31 17.99 78.31

Exponential 18 78.31 18 78.31 18.02 78.31

Model-2

Sigmoid 34.28 78.31 33.84 78.31 34.16 78.31

Softmax 34.03 1.83 33.91 1.83 33.16 1.83

ReLU 34.18 78.31 33.87 78.31 34.78 78.31

tanh 34.35 78.31 33.87 78.31 33.04 78.31

Exponential 33.05 78.31 33.11 78.31 33.08 78.31

Model-3

Sigmoid 31.01 78.31 30.97 75.07 30.9 75.06

Softmax 31.01 1.83 31.04 1.83 31.05 1.83

ReLU 31.05 78.31 31.11 78.31 31.21 78.31

tanh 31.09 78.31 31.39 78.31 31.07 78.31

Exponential 31.12 78.31 31.25 78.31 31.52 78.31
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Optimizer
model

LSTM
architecture

Activation 
function

α = 0.1 α = 0.01 α = 0.001
TT 

(min)
TA
(%)

TT 
(min)

TA 
(%)

TT 
(min)

TA 
(%)

SGD

Model-1

Sigmoid 18 78.31 18.01 78.31 18.04 78.31

Softmax 18.01 1.83 18.01 1.83 18.01 1.83

ReLU 18 78.31 18 78.31 18 78.31

tanh 18.01 78.31 18.01 78.31 18.01 78.31

Exponential 18.01 74.76 18.01 74.85 18.01 74.87

Model-2

Sigmoid 34.16 78.30 34.12 78.30 33.83 78.30

Softmax 33.35 1.83 33.03 1.83 33.03 1.83

ReLU 33.02 78.31 32.74 78.31 30.10 78.31

tanh 30.2 78.31 30.12 78.31 30.07 78.31

Exponential 30.25 78.28 30.16 78.29 30.33 78.29

Model-3

Sigmoid 31.13 78.24 30.99 78.26 30.98 78.27

Softmax 30.76 1.83 31.07 1.83 31.43 1.83

ReLU 31.32 78.31 31.64 78.31 31.7 78.31

tanh 32.01 78.31 32.37 78.31 32.61 78.31

Exponential 32.89 78.31 32.30 78.31 31.97 78.31

AdaGrad

Model-1

Sigmoid 17.06 78.31 17.02 78.31 17.02 78.31

Softmax 17.01 1.83 17.08 1.83 17.26 1.83

ReLU 17.02 78.31 17.23 78.31 17.16 78.31

tanh 17.05 78.31 17.04 78.31 17.01 78.31

Exponential 17.03 78.31 17.02 78.31 17.01 78.31

Model-2

Sigmoid 34.47 78.30 34.36 78.31 34.96 78.31

Softmax 34.82 1.83 34.95 1.83 35.01 1.83

ReLU 34.98 78.31 35.2 78.31 35.11 78.31

tanh 35.18 78.31 33.77 78.31 33.83 78.31

Exponential 33.85 78.29 34.02 78.29 36.26 78.29

Model-3

Sigmoid 32.76 78.31 32.88 78.31 32.83 78.31

Softmax 32.29 1.83 31.99 1.83 31.99 1.83

ReLU 32.78 78.31 32.77 78.31 32.01 78.31

tanh 31.88 78.31 31.86 78.31 32.06 78.31

Exponential 32.02 78.31 32.1 78.31 32.13 78.31

Table 2 (continue)
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Optimizer
model

LSTM
architecture

Activation 
function

α = 0.1 α = 0.01 α = 0.001
TT 

(min)
TA
(%)

TT 
(min)

TA 
(%)

TT 
(min)

TA 
(%)

AdaDelta

Model-1

Sigmoid 20.63 78.31 21.4 78.31 21.03 78.31

Softmax 21.03 1.83 21.04 1.83 21.1 1.83

ReLU 21.04 78.31 21.09 78.31 21.03 78.31

tanh 21.06 78.31 21.03 78.31 21.03 78.31

Exponential 21.10 74.92 21.06 74.93 21.09 74.94

Model-2

Sigmoid 34.58 78.31 34.17 78.31 34.33 78.31

Softmax 34.67 1.83 35.03 1.83 34.71 1.83

ReLU 34.90 78.31 34.94 78.31 34.93 78.31

tanh 35.01 78.31 33.06 78.31 33.37 78.31

Exponential 33.3 78.29 33.58 78.29 35.92 78.29

Model-3

Sigmoid 31.48 78.31 31.53 78.31 31.13 78.31

Softmax 31.62 1.83 31.85 1.83 31.63 1.83

ReLU 32.77 78.31 32.8 78.31 32.69 78.31

tanh 32.15 78.31 31.68 78.31 31.42 78.31

Exponential 31.16 74.73 31.42 74.66 31.42 74.66

NADAM

Model-1

Sigmoid 21.99 78.31 21.17 78.31 21.05 78.31

Softmax 21.08 1.83 21.06 1.83 21.09 1.83

ReLU 21.06 78.31 21.11 78.31 21.13 78.31

tanh 21.08 78.31 21.11 78.31 21.09 78.31

Exponential 21.1 78.31 21.28 78.31 20 78.31

Model-2

Sigmoid 33.38 78.31 33.37 78.31 33.46 78.31

Softmax 33.98 1.83 34.05 1.83 34.05 1.83

ReLU 34.05 78.31 34.03 78.31 34.04 78.31

tanh 34.53 78.31 35.58 78.31 35.52 78.31

Exponential 35.18 78.31 34.99 78.31 34.90 78.31

Model-3

Sigmoid 31.97 75.06 31.17 75.10 31.28 75.09

Softmax 31.54 1.83 31.61 1.83 31.73 1.83

ReLU 31.64 78.31 31.46 78.31 31.36 78.31

tanh 31.65 78.31 31.8 78.31 31.94 78.31

Exponential 31.14 78.31 31.36 78.31 32.11 78.31

Table 2 (continue)
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Optimizer
model

LSTM
architecture

Activation 
function

α = 0.1 α = 0.01 α = 0.001
TT 

(min)
TA
(%)

TT 
(min)

TA 
(%)

TT 
(min)

TA 
(%)

AdaMax

Model-1

Sigmoid 17.07 78.24 17.06 78.27 17.03 78.29

Softmax 17.83 1.83 17.86 1.83 18.03 1.83

ReLU 18.04 78.31 18.07 78.31 18.69 78.31

tanh 18.97 78.31 20.01 78.31 20.1 78.31

Exponential 20.74 78.31 20.97 78.31 21.45 78.31

Model-2

Sigmoid 33.90 78.29 33.27 78.25 33.53 78.27

Softmax 33.72 1.83 33.86 1.83 33.94 1.83

ReLU 33.83 78.31 33.72 78.31 33.89 78.31

tanh 34.28 78.31 35.49 78.31 35.34 78.31

Exponential 34.74 78.30 34.6 78.28 34.63 78.28

Model-3

Sigmoid 31.25 78.21 31.13 77.74 31.23 78.20

Softmax 31.68 1.83 31.5 1.83 31.63 1.83

ReLU 31.36 78.31 31.50 78.31 31.39 78.31

tanh 31.26 78.31 31.45 78.31 31.5 78.31

Exponential 31.69 75.46 31.98 76.28 31.92 76.56

Note. TT = Training time; TA = Training accuracy; ADAM = Adaptive Moment Estimation;  
RMSProp = Root Mean Square Propagation; SGD = Stochastic Gradient Descent; AdaGrad = Adaptive Gradient 
Algorithm; AdaDelta = Adaptive Delta; NADAM = Nesterov-accelerated Adaptive Moment Estimation;  
AdaMax = Adaptive Moment Estimation with Infinity Norm

Enclosed is the comprehensive summary of the analysis conducted on each optimizer: 

1. The best performance of the ADAM optimizer is found using the LSTM architecture 
Model-1 with the tanh activation function, and the learning rate of 0.1, respectively. 
Moreover, the ADAM optimizer performs well using the sigmoid, tanh, and exponential 
activation functions, exhibiting the lowest running time and highest test accuracy. 
However, the ADAM optimizer shows significantly higher running time and lower 
test accuracy using the Softmax and ReLU activation functions compared to the tanh, 
sigmoid and exponential activation functions. 

2. The RMSprop produces the best performance using the LSTM architecture Model-1 
with the sigmoid activation function and the learning rate of 0.01. However, RMSprop 
shows poor performance in terms of high running time and low accuracy value for 
each configuration using the Softmax activation function. 

Table 2 (continue)
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3. The SGD performs well in most combinations of activation functions and learning 
rates, wherein the lowest running time and highest test accuracy achieved using the 
sigmoid and ReLU activation functions. However, the SGD exhibits higher running 
time and lower test accuracy using the Softmax activation functions compared to the 
tanh and exponential activation functions. 

4. The AdaGrad performs well using the sigmoid, tanh and exponential activation 
functions. However, the AdaGrad shows the worst performance using the Softmax 
activation function followed by the ReLU activation function with the highest running 
time and lowest test accuracy. 

5. In general, the AdaDelta performs well using the sigmoid, ReLU and tanh activation 
functions in each configuration. The AdaDelta performs poorly, with the highest running 
time and lowest test accuracy using the Softmax activation function. 

6. NADAM has quite poor performance compared to other optimizer models for each 
configuration. 

7. The AdaMax performs well using the sigmoid and ReLU activation functions with a 
learning rate of 0.01 and 0.001, exhibiting the lowest running time and highest test 
accuracy. However, AdaMax shows higher running time and lower test accuracy for 
each configuration using the Softmax activation function compared to others.

In sum, the two best optimizers in terms of less training time and high accuracy are 
AdaGrad and SGD optimizers. Both AdaGrad and SGD optimizers perform well across a 
wide range of activation functions, Precisely, both optimizers achieve high accuracy and 
low running time across a wide range of models and optimizers, particularly effective 
with exponential and sigmoid.  While SGD is an easy and widely used method, AdaGrad 
offers more adaptive and efficient updates, making it particularly suitable for sparse data 
and tasks where the learning rate needs to be adjusted dynamically (Alzubaidi et al., 2021; 
Duchi et al., 2011). Where its application is suitable for the case in this study which has 
large amounts of data or high-dimensional data. AdaGrad and SGD perform better than 
others due to their enhanced efficiency and robustness against noisy data. Additionally, they 
dynamically adjust the learning rate for each model parameter, which helps to avoid the 
issue of vanishing gradients. This combination of efficient updates and adaptive learning 
rates enables these optimizers to effectively optimize DL models (Solanke & Patnaik, 2020).

Moreover, the two best activation functions are sigmoid and exponential. The choice of 
sigmoid or exponential activation function significantly impacts the training time of neural 
network models. Both sigmoid and exponential activation functions provide a continuous 
output range, which facilitates efficient updates by the optimizers (Yi et al., 2020). This is 
particularly important for SGD and AdaGrad, which rely on the gradient of the loss function 
calculated for a single training example or a small batch of examples. The continuous output 
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range of sigmoid and exponential activation functions also helps in reducing the impact 
of noisy data on the model's performance (Yi et al., 2020), which is crucial for optimizers 
like SGD and AdaGrad. Additionally, the continuous output range helps in adapting the 
learning rate for each model parameter, which is particularly important for AdaGrad.

Both sigmoid and exponential activation functions consistently perform well across 
different optimizers and activation functions, providing a continuous output range that 
facilitates efficient updates and robustness to noisy data. In contrast, activation functions 
like Softmax and ReLU may result in poorer performance due to their discrete output 
ranges. The interaction between optimizers and activation functions is crucial, and selecting 
the right combination of optimizer and activation function is essential for a specific task. 
Overall, the choice of sigmoid or exponential activation function plays a significant role 
in the performance of NN models, and it is crucial to experiment with different optimizers 
and activation functions to find the best combination for a specific task and dataset (Zou et 
al., 2019). In summary, the sigmoid and exponential activation functions are particularly 
effective with AdaGrad and SGD due to their continuous output range, non-linearity, 
robustness to noise, efficient updates, learning rate adaptation, robustness to local minima, 
performance across activation functions, and theoretical analysis. These characteristics 
make them well-suited for DL models and ensure that they can learn and represent complex 
patterns in the data, effectively (Mehmood et al., 2023). 

Meanwhile, the Softmax activation function has very poor performance due to not 
providing optimal performance across different models and optimizers. This is because 
the special properties of the Softmax function, which are non-sparsity and potential 
vanishing gradients hinder the optimization process, hence generate the overfitting problem. 
Consequently, the Softmax function in the LSTM architecture does not provide a clear 
separation between classes, leading to poor generalization performance. 

In addition to that, the Softmax activation function consistently performs poorly 
across different models due to several reasons. Firstly, the Softmax activation function 
produces output values between 0 and 1, leading to a loss of information and a decrease 
in the model's ability to learn complex patterns in the data. Additionally, the Softmax 
activation function is not as non-linear as other activation functions like sigmoid, tanh, and 
exponential, which can lead to a loss of information and a decrease in the model's ability to 
learn complex patterns in the data. The gradient calculation for Softmax can also be more 
complex and sensitive to the input values, leading to a loss of information and a decrease 
in the model's ability to learn complex patterns in the data (Shen et al., 2023; Szandała , 
2020). Furthermore, the optimization algorithms used in the experiments, such as ADAM, 
RMSprop, SGD, and AdaGrad, may not be well-suited for the Softmax activation function, 
leading to poor performance. 

The results for the accuracy of the different optimization algorithms used in this study 
are simply laid out from Figures 5 to 11, each giving insight into how well the models 
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performed with the same experimental setup. Starting with Figure 5, it shows how the 
ADAM optimizer performed, giving a baseline to compare against. Figure 6 goes on with 
RMSProp results, and Figure 7 presents the accuracy obtained using Stochastic Gradient 
Descent (SGD). Figure 8 then presents how AdaGrad fared, and Figure 9 goes on with 
results from AdaDelta. Figure 10 presents NADAM's performance, which is essentially 
an enhanced version of ADAM with Nesterov momentum. Lastly, Figure 11 presents 
the accuracy results for AdaMax, yet another infinity norm-based variant of ADAM. 
Collectively, these figures facilitate the comparison and visualization of the strengths of 
each optimizer in a consistent way. The comparison of accuracy results for each 
model or optimization algorithm using the experiment's current setups is shown 
graphically in the following.

Figure 5. Accuracy result (ADAM)

Figure 6. Accuracy result (RMSProp)
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Based on the analysis of the results of the studies and experiments that have been 
presented, some things that can be highlights are the importance of choosing the right 
optimizer model and hyperparameters for a specific problem. It also emphasizes the need for 
further research to better understand the interactions between these factors and their impact 
on model performance. Identify potential future directions for research in this area, such as 
exploring new optimization algorithms or activation functions, or integrating optimization 
algorithms with other DL techniques. Furthermore, the performance of the optimization 
algorithms and activation functions can be compared possibly using other methods.

Figure 7. Accuracy result (SGD)

Figure 8. Accuracy result (AdaGrad)
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Figure 9. Accuracy result (AdaDelta)

Figure10. Accuracy result (NADAM)

Figure 11. Accuracy result (AdaMax)
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CONCLUSION

This study aims to compare the performance of seven widely used GD optimization 
algorithms on RNN architecture using body motion datasets from the UCI ML repository. 
The optimization techniques compared are ADAM, RMSprop, SGD, AdaGrad, AdaDelta, 
NADAM, and AdaMax.  Precisely, the study is done across different combinations of 
optimizer models, LSTM architectures, activation functions, and learning rates. The results 
show that the AdaGrad model with both exponential and sigmoid activation functions and 
a learning rate of 0.001 has the best performance, with a training time of 17.1 minutes and 
a test accuracy of 78.31%, respectively. 

Moreover, the study also highlights the importance of selecting the optimal optimization 
algorithm for RNN training given specific properties of the training data. The findings 
suggest that the exponential activation function consistently performs well across different 
models and optimizers in most cases, whereas the Softmax activation function consistently 
performs poorly in all cases. Finally, this study also contributes to the understanding of 
how different optimizers handle the challenge of determining the best and most suitable 
training parameters utilizing accuracy and training duration as performance metrics.  The 
results provide valuable insights for researchers and practitioners in the field of DL and 
optimization.
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ABSTRACT

India is the third-largest carbon emitter in the world. In this paper, a Synergistic System 
Dynamics Simulation (SSDS) model is developed to reduce the Total Transport Carbon 
Emissions (TTCE) and Total Transport Energy Consumptions (TTEC) in million-plus 
cities of India by the implementation of strategies based on Internet of Things-enabled 
Intelligent Transportation System (IoT-ITS). Intelligent Transportation System (ITS) refers 
to the interconnection of an adaptive and intelligent integration of vehicles, drivers, and 
the transportation system. The SSDS model consists of four subsystems: total population, 
Gross Domestic Product (GDP), carbon emission, and four sub-models enabled IoT-

ITS-based road transportation subsystem 
and provides the interrelation between 
parameters, which plays an important 
role in altering the TTCE and TTEC 
of the road transportation network. The 
model is validated, and a sensitivity test is 
used for the optimum management of the 
system. Six strategies based on IoT-enabled 
ITS: Traffic and transportation demand 
management (TTDM), Bus transport 
(BT), Rules and regulations management 
(RRM), Technology upgradation (TU), 
No implementation (No-IMP), and All 
integrated (AIN), are also formulated 
based on derived crucial parameters. The 
simulation of the model indicates that, 
despite the high cost of IoT-enabled ITS 
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implementation, AIN is best suited, while RRM is the fastest for reducing TTCE. TTDM 
is highly useful in a short span, while TU gives a very high reduction of TTCE.  

Keywords: Internet of Things, Intelligent Transportation System, strategies analysis, system dynamics, Total 
Transport Carbon Emissions, Total Transport Energy Consumptions 

INTRODUCTION

India is the third highest emitter of carbon dioxide (CO2) in the world (Timperley, 2019), 
with annual emissions totaling 3.6 gigatons and a trajectory that could reach 7.3 gigatons 
per year by 2050 (Hossain et al., 2023) and has a vision to reduce CO2 emissions from 
industries, waste, forest, energy sector, and transportation sector by the end of 2030 
(Welle, 2020). India also announced a carbon neutrality commitment by 2070 at the 26th 
Conference of the Parties (COP26) (World Economic Forum, 2021). In order to fulfil such 
an ambitious climate target, stricter policies and longer-term decarbonization strategies 
are needed for carbon-intensive transportation sector. Road transportation is main culprit 
for the major global transportation pollution due to high vehicular carbon emissions and 
is the main driving force for the economic development and creation of the well beings of 
the modern societies. The Indian road traffic and transportation system, which is governed 
by different modes of mobility- public transport, tempo and auto-rickshaws, taxis and 
jeeps, motorcycles-scooters-scooty, cars, and bicycles, is a critical life support system of 
our major population but is a substantial CO2 emitter source. The dominance of internal 
combustion engines based four and two wheelers is leading to surge in CO2 emissions. 
Due to change in buying habits and high living standard of majority of Indians living in 
million plus cities of India, the CO2 emissions of road transportation sector will reach to 
danger level very soon and every Indian transportation system expert and decision maker 
will be responsible for this. 

The road transportation sector of India accounts for approximately 56% of our 
country’s transportation system emissions (O'Rourke et al., 2021). The decarbonation of 
transportation system to achieve net zero emissions will play a negative effect on roads. 
Roads are the backbone for the survival of society. Hence the main goal shift is now to 
develop a different line of action for the utilization of roads to strengthen the mobility as 
well as to achieve net zero emissions. Thus, this research work is an innovative step in 
this direction to implement strategies based on IoT-enabled ITS for Indian road traffic and 
transportation system. 

ITS can easily create this opportunity by revolutionizing the Indian road network, 
reducing traffic congestion and emissions of greenhouse gases, making smooth flow of 
traffic, encouraging green safer mobility, and finally zooming to main goal of achieving net 
zero emissions. ITS is a holistic system using synergistic approach of people, processes, 
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places, data, technology, and vehicles and will lead to regular carbon reduction role in the 
Indian transportation system. ITS is a technological platform that offers hi-tech systems 
to meet future demands of transportation decision makers, traffic policy makers, and 
commuters, attains other technology outcomes based on different applications that monitor, 
manage, and improve the quality and efficiency of transportation system. 

The IoT is the network of interconnected web based smart devices which uses 
embedded technology (smart sensors, processors, actuators, software, communication 
hardware), connectivity technologies (LoRaWan, Zigbee, message queuing telemetry 
transport [MQTT], cellular, wi-fi, bluetooth), data processing, data security, big data 
analytics, security and privacy technologies, cameras, and network that enable them to 
collect, exchange and act on data. The goal of IoT is to create a smart, connected world 
where devices can communicate and interact with each other to make intelligent decisions 
and improve efficiency.

System dynamics (SD) modelling technique is an innovative interdisciplinary effective 
research tool based on feedback of system information to study the dynamic systems 
and to solve real world very complex social and technical system integrated problems. 
SD cross fertilizes three background threads, the elements of traditional management, 
feedback control theory, and the technique of computer simulation, which allows one 
to determine the time varying behavior implicit in the complex structure of a system. 
SD focuses on dynamic approach and generates scenarios for real world problems by 
employing synergistic approach of qualitative and quantitative technique and integrated 
system reasoning.

In this paper, a SSDS model is designed and developed to reduce the TTCE and 
TTEC of the road transportation system in Million-plus Cities of India (MCI) by the 
implementation of strategies based on IoT-ITS. The model generates six critical strategies 
based on IoT-ITS and policy implementation recommendations on the basis of model 
simulation, validation, and sensitivity analysis and also delivers a wide range of additional 
paybacks. The work's architecture is depicted in Figure 1. The contribution of the proposed 
work is to offer a synergistic SD-based framework, which can study key influencing sub-
systems, sub-models, and predict the impact of implementations of critical strategies based 
on IoT-ITS to reduce the TTCE and TTEC in MCI. The implementation of strategies based 
on IoT-ITS in Indian road traffic and transportation system, transport infrastructure as well 
as in green transport solutions like electrification  of road traffic and transportation system 
including e-vehicles and e-public transport buses will definitely reduce TTCE and TTEC by 
approximately 33-35% upto 2030 and 70-75% upto 2050 and this road map of aggressive 
and high ambition implementation of strategies based on IoT-ITS finally zoom to main 
goal of achieving net zero emissions. The model guides the future low carbon transition 
and serves as an open platform which can be easily adjusted according to the requirements 
of transportation system decision makers and can be easily applied to any part of world. 
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Figure 1. Work's architecture
Note. GDP = Gross Domestic Product; IoT-ITS = Internet of Things-enabled Intelligent Transportation 
System; No-IMP = No implementation; TU = Technology upgradation; BT = Bus transport; TTDM = Traffic 
and transportation demand management; RRM = Rules and regulations management; AIN = All integrated     
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RELATED WORK

Dong and Ullah (2023) provided empirical evidence for the positive effect of IoT, 
environmental regulations, and related factors on green growth. Bautista and Mester (2023) 
discussed the impact of IoT on the development of self-driving cars to focus on the broader 
implications for the development of intelligent cities. Upadhyay et al. (2024) proposed a 
comprehensive multi-layered framework for V-IoT systems, addressing challenges related 
to security, scalability, and efficient communication. Al-Mayouf et al. (2018) developed an 
accident management system that utilized vehicular ad hoc networks in conjunction with 
cellular technology for public transport. Mahdi et al. (2024) developed an IoT emergency 
services system based on a real-time node rank index algorithm to determine the optimal 
route with the dynamic traffic conditions for ambulance to reach the patient quickly and 
deliver necessary medical services during emergencies. Mahdi et al. (2021) proposed an 
innovative strategy void-hole aware and reliable data forwarding strategy. This strategy 
was used to help each cluster head node to know its neighbor’s performance ranking index 
to conduct a reliable packet transmission to the sink via the most energy-efficient route.

Iliopoulou and Kepaptsoglou (2019) discussed the potential of using ITS data to 
optimize public transportation planning and operations. Gao et al. (2022) proposed an ITS-
based vehicle consensus scheme for management of traffic and selection of infrastructure 
for users. Dasgupta et al. (2022) proposed a fusion model to detect pedestrian in dim light 
driving during night hours. Alkinani et al. (2022) developed a neural network-based model 
to make intelligent decisions for public transportation. Ramesh et al. (2022) developed a 
model to enhance safety on road and to reduce accidents due to traffic jams. Lin et al. (2019) 
developed measurement and evaluation models for ITS products to provide technological 
means. Yuan et al. (2022) discussed about machine learning for next generation of ITS. 

Chen et al. (2022) developed a system dynamics model for urban pollution to 
evaluate the impact of various policies and benefits of synergistic approach for addressing 
environmental problems and traffic congestion. Gupta et al. (2019) used a system dynamics 
approach to measure the effectiveness of carbon tax on Indian road passenger transport. 
Wang et al. (2021) developed a system dynamics model to capture feedback processes and 
to interact between different sectors and various population, water quality, and resources 
factors. Shahsavari-Pour et al. (2022) developed a simulated model using system dynamics 
technique to analyze the pollution level taking into consideration its sources and outcomes. 
Norouzian-Maleki et al. (2022) presented a new framework as a combination of system 
dynamics approach and data envelopment analysis technique. Nunes et al. (2021) developed 
a system dynamics approach-based smart city using modern technologies. Ding et al. (2022) 
developed a perimeter control method for a congested urban road network with dynamic 
and variable ranges.  



1976 Pertanika J. Sci. & Technol. 33 (4): 1971 - 2000 (2025)

Aditi Rajput and Madhuri Jain

It is very interesting to note that very limited literature is available on the reduction of 
the carbon emissions and energy consumptions of Indian road transportation system using 
SD modelling technique but the literature related to development of SD simulation model 
to reduce the total transport carbon emissions and total transport energy consumptions of 
the road transportation system in million plus cities of India by the implementation of six 
strategies based on IoT-ITS simultaneously are almost negligible. Therefore, to fill this 
vast research gap in Indian literature, an innovative first-time effort is being made in this 
research work.

MOTOR VEHICLE OWNERSHIP 
IN INDIA

The Indian road transportation system is 
home to a dynamic blend of everything 
from luxury petrol cars, sport utility vehicles 
(SUVs), electric vehicles (EVs), diesel 
taxis, to the humble two-wheelers, e-bikes, 
e-autos, and bicycles. There is tremendous 
change in motor vehicle ownership in India 

Table 1  
Number of electric vehicles (EVs)

Year EVs
2019 687
2020 3,143
2021 12,050
2022 48,023
2023 82,270

as the auto industry is transitioning from vehicle manufacturing to providing mobility 
solutions. The advanced technologies—electrification, vehicle intelligence, autonomous 
driving, and connected features are gaining traction at a very fast pace. The adoption of 
environment-friendly vehicles is slated to make significant strides. The motor vehicle 
ownership is gearing up to foray into the battery EVs segment and EVs will be at the 
sweet spot and forefront of the journey towards sustainable mobility, but its penetration in 
the freight sector is not gaining traction in India. Table 1 shows the number of EVs from 
2019 to 2023 having all types of e-vehicles (AutoInsurance.com, 2025). There is no EV 
data from 2011 to 2018. The passenger vehicles segment of auto industry is observing 
louder calls for backing other advanced technologies—biofuels, biogas, strong hybrids 
besides compressed natural gas (CNG). Table 2 shows the number of traditional internal 
combustion engine vehicles from 2011 to 2019. 

Table 2  
Number of traditional internal combustion engine vehicles 

Year Two wheelers 
(thousand)

Cars, jeeps and taxis 
(thousand)

Buses (thousand) Goods vehicles 
(thousand)

2011 101,865 19,231 1,604 7,064
2012 115,419 21,568 1,677 7,658
2013 127,830 24,056 1,814 8,307
2014 139,410 25,998 1,887 8,698
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Year Two wheelers 
(thousand)

Cars, jeeps and taxis 
(thousand)

Buses (thousand) Goods vehicles 
(thousand)

2015 154,298 28,611 1,971 9,344
2016 168,975 30,242 1,757 10,516
2017 187,091 33,688 1,864 12,256
2018 202,755 36,453 1,943 12,773
2019 221,270 38,433 2,049 13,766

Source: Ministry of Road Transport and Highways (MoRTH) (2023) 

ITS are revolutionizing India's road transportation landscape by integrating advanced 
ITS technologies to enhance road traffic management, public transit, transportation 
efficiency, road safety and sustainability. Here is a brief look at the following key ITS 
technologies being implemented across the country:

Advanced Public Transport Systems (APTS)
Implementation. Indian cities are adopting Global Positioning System (GPS)-based bus 
tracking, electronic ticketing, and real-time passenger information systems to improve 
public transportation efficiency.

Examples:

1. Bengaluru Metropolitan Transport Corporation (BMTC): Launched the "Namma 
BMTC" app, offering real-time bus tracking, route planning, and fare calculation. The 
app also includes a Save Our Soul (SOS) feature for emergencies. 

2. Delhi Integrated Multi-Modal Transit System (DIMTS): Operates the "My Bus" app, 
providing real-time bus tracking and electronic ticketing.

Advanced Traveller Information Systems (ATIS)
Implementation. Deployment of digital signage, mobile applications, and websites 
to deliver real-time traffic updates, public transport schedules, and route optimization 
information.

Examples:

1. Delhi traffic police app: Offers live traffic updates, route planning, and alerts on road 
closures.

2. Google Maps and other navigation services: Integrated with real-time traffic data to 
assist commuters in route planning.

Table 2 (continue)
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Automated Vehicle Control Systems (AVCS)
Implementation. Utilization of AI-driven traffic signal automation, automatic number plate 
recognition (ANPR), and red-light violation detection to enhance traffic flow and safety.

Examples:

1. AI-based traffic management: Cities like Mumbai, Bengaluru, and Hyderabad have 
implemented AI-driven traffic management systems to optimize signal timings and 
reduce congestion.

2. Automatic speed enforcement: Installation of speed cameras on highways to monitor 
and enforce speed limits.

Electric Vehicle Systems (EVS)
Implementation. Government initiatives such as the Faster Adoption and Manufacturing 
of (Hybrid) and Electric Vehicles (FAME) India scheme promote EV adoption through 
incentives and infrastructure development.

Examples:

1. Ola Electric and Tata EVs: Companies like Ola Electric and Tata Motors are expanding 
the EV market with a wide range of electric vehicles.

2. Charging Infrastructure: Installation of charging stations by entities like Energy 
Efficiency Services Limited (EESL) and Tata Power across major cities.

There are some major challenges like infrastructure constraints, public awareness, 5th 
Generation (5G) integration, use of AI and machine learning, expansion of tier-2 and tier-
3 cities, and financial limitations in implementing ITS in India. While challenges remain, 
ongoing efforts and future technological advancements hold promise for a more intelligent 
and connected transportation ecosystem. ITS offers great opportunity to revolutionize 
Indian road network system by using transformative approach and can easily provide a 
better solution to the problems of traffic congestion and total carbon emissions caused by 
the rapid increase in the motor vehicle ownership/number of vehicles and paves the way 
for greener mobility, leading to attainment of global net zero ambitions. Table 3 shows the 
trend for total carbon emissions from the transport sector from 2011 to 2023 (Statista, 2025). 

Table 3  
Trend for total carbon emissions from transportation sector from 2011 to 2023

Year Total carbon emissions from transportation sector (million metric tons)
2011 209
2012 222
2013 226
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Year Total carbon emissions from transportation sector (million metric tons)
2014 236

2015 258

2016 269

2017 291

2018 306

2019 308

2020 269

2021 295

2022 324

2023 340

Note. Source = Statista (2025)

MATERIALS AND METHODS

SSDS Model

SSDS model is developed to reduce the total transport carbon emissions and total 
transport energy consumptions of the road traffic and transportation system in MCI by 
the implementation of strategies based on IoT-ITS. The model also generates six critical 
strategies based on IoT-ITS and policy implementation recommendations on the basis of 
validation and sensitivity analysis to reduce the TTCE and TTEC, and also delivers a wide 
range of additional paybacks. Figure 2 shows the flowchart of the SSDS model. In this 
model, the relationship of critical variables affecting the TTCE and TTEC of the road traffic 
and transportation system in MCI is depicted in the designed and developed SSDS model. 

The structure of the model is based on four main sub systems: GDP Sub-System 
(GDP-SS), Total Population Sub-System (ToPoP-SS), Carbon Emission Sub-System 
(CaEm-SS) and Road Transportation Sub-System (RoTr-SS) based on IoT-ITS. RoTr-SS 
based on IoT-ITS consists of four sub-models: total vehicle population sub-model, road 
travel demand sub-model, road traffic congestion sub-model, and road transportation 
infrastructure sub-model and all these four sub-models of RoTr-SS are totally linked with 
GDP-SS, ToPoP-SS, and CaEm-SS. The relation between four sub systems: GDP-SS, 
ToPoP-SS, CaEm-SS, and four sub-models based RoTr-SS of SSDS model are shown in 
Figure 3. Figure 4 depicts stock flow diagram of SSDS model.

Table 3 (continue)
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Figure 2. Flow chart of the Synergistic System Dynamics Simulation (SSDS) model
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Figure 3. Relation between sub-systems of the Synergistic System Dynamics Simulation (SSDS) model
Note. GDP-SS = GDP Sub-System; CaEm-SS = Carbon Emission Sub-System; ToPoP-SS = Total Population 
Sub-System; RoTr-SS = Road Transportation Sub-System; IoT-ITS = Internet of Things-enabled Intelligent 
Transportation System

ToPoP-SS

The road transportation sector of MCI is mainly affected by the structural pattern and 
magnitude of the total population. Due to expansion in cities of India, the total floating 
population phenomenon plays an important role in the total population and is slightly 
different from the other natural displacements of the total population. This population is 
basically a group of people who reside in the border area of the cities but study or work 
in a different place, thus affecting both the origin cities as well as destination cities, and is 
one of the major problems in the road transportation system of MCI. The rise in this total 
floating population is bound to drastically affect the road transportation system of these 
cities. The total floating population is treated like an incremental parameter of the GDP/
capita and its effect on the total floating population is evaluated. The stock variable total 
local population and the stock variable total floating population will synergistically affect 
the total population of the cities. 
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Figure 4. Stock flow diagram of the Synergistic System Dynamics Simulation (SSDS) model

GDP-SS

Due to rise in GDP/capita, the total population of MCI can easily afford to buy motorized 
vehicles like cars, scooters, and motor bikes, for driving or movement purpose and this will 
result in shift from non-motorized modes to motorized transport modes. Thus, there is one to 
one relation between the growth of GDP/capita and the road transportation system of MCI.
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RoTr-SS Based on IoT-ITS 

The RoTr-SS based on IoT-ITS consists of four sub-models: total vehicle population 
sub-model, road travel demand sub-model, road traffic congestion sub-model, and road 
transportation infrastructure sub-model. The residents of MCI are changing their mode of 
road transportation due to their high living standard from non-motorized to motorized and 
using two wheelers, cars, taxies, jeeps, and public transport. The segment rate of cycling 
and walking is decreasing continuously, and segment rate of motorization is rising with a 
tremendous pace. The segment rate of cars, jeeps and taxies is continuously increasing at a 
very fast pace and plays an important role in the road traffic congestion, accidents, and rise 
in TTCE and TTEC. Due to improvement of punctuality, travel time and comfort, reduction 
in waiting time and cheaper mode of transportation in comparison to cars, jeeps and taxies, 
the majority of commuters are slowly switching over and using the bus transportation 
system in Indian cities. The important parameters like quantity of vehicles - two wheelers, 
cars, taxies, jeeps, and buses; vehicles mileage driven, and vehicles energy efficiency are 
directly affecting the TTEC. The fuel consumption is increasing with a fast pace inspite 
of price rise and the demand of private jeeps and cars is also continuously growing due 
to rise in people living standards and growth in economy. The promotion of the usage of 
IoT-ITS based new energy efficient vehicles and development of IoT-ITS based green bus 
transport are very strong measures for reduction of TTCE. 

CaEm-SS

Reduction of TTEC and TTCE of road traffic and transportation system in MCI is the major 
goal of SSDS model. Table 4 depicts the notations for equations. The TTEC and TTCE 
can be calculated from the following equations:

TTECm,n = TTECCm,n × DDm × TVm                                                                                    (1) 

TTCEm,n = TTECCm,n × DDm × TVm × Efn                                                                            (2) 

TTEC = ∑ TTECCm,n × DDm × TVmm,n × ECCn                                                                   (3) 

PCTEC = ∑ TTECCm ,n ×DDm ×TVmm ,n ×ECCn
TP
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PCTCE = ∑ TTECCm ,n ×DDm ×TVm ×Efnm ,n
TP
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Table 4 
Table of notations

Notations DescriptionTTECm,n = TTECCm,n × DDm × TVm                                                                                    (1) 

TTCEm,n = TTECCm,n × DDm × TVm × Efn                                                                            (2) 

TTEC = ∑ TTECCm,n × DDm × TVmm,n × ECCn                                                                   (3) 

PCTEC = ∑ TTECCm ,n ×DDm ×TVmm ,n ×ECCn
TP

                                                                                    (4) 

TTCE = ∑ TTECCm,n × DDm × TVm × Efnm,n                                                                      (5) 

PCTCE = ∑ TTECCm ,n ×DDm ×TVm ×Efnm ,n
TP

                                                                                       

Total Transport Carbon Emissions

TTECm,n = TTECCm,n × DDm × TVm                                                                                    (1) 

TTCEm,n = TTECCm,n × DDm × TVm × Efn                                                                            (2) 

TTEC = ∑ TTECCm,n × DDm × TVmm,n × ECCn                                                                   (3) 

PCTEC = ∑ TTECCm ,n ×DDm ×TVmm ,n ×ECCn
TP

                                                                                    (4) 

TTCE = ∑ TTECCm,n × DDm × TVm × Efnm,n                                                                      (5) 

PCTCE = ∑ TTECCm ,n ×DDm ×TVm ×Efnm ,n
TP

                                                                                       

Total Transport Energy Consumption

TTECm,n = TTECCm,n × DDm × TVm                                                                                    (1) 

TTCEm,n = TTECCm,n × DDm × TVm × Efn                                                                            (2) 

TTEC = ∑ TTECCm,n × DDm × TVmm,n × ECCn                                                                   (3) 

PCTEC = ∑ TTECCm ,n ×DDm ×TVmm ,n ×ECCn
TP

                                                                                    (4) 

TTCE = ∑ TTECCm,n × DDm × TVm × Efnm,n                                                                      (5) 

PCTCE = ∑ TTECCm ,n ×DDm ×TVm ×Efnm ,n
TP

                                                                                       

Total Transport Energy Consumption due to particular modes of transport m for 
different types of total transport energy consumption n

TTECm,n = TTECCm,n × DDm × TVm                                                                                    (1) 

TTCEm,n = TTECCm,n × DDm × TVm × Efn                                                                            (2) 

TTEC = ∑ TTECCm,n × DDm × TVmm,n × ECCn                                                                   (3) 

PCTEC = ∑ TTECCm ,n ×DDm ×TVmm ,n ×ECCn
TP

                                                                                    (4) 

TTCE = ∑ TTECCm,n × DDm × TVm × Efnm,n                                                                      (5) 

PCTCE = ∑ TTECCm ,n ×DDm ×TVm ×Efnm ,n
TP

                                                                                       

Total Transport Energy Consumption Coefficient per CapitaTTECm,n = TTECCm,n × DDm × TVm                                                                                    (1) 

TTCEm,n = TTECCm,n × DDm × TVm × Efn                                                                            (2) 

TTEC = ∑ TTECCm,n × DDm × TVmm,n × ECCn                                                                   (3) 

PCTEC = ∑ TTECCm ,n ×DDm ×TVmm ,n ×ECCn
TP

                                                                                    (4) 

TTCE = ∑ TTECCm,n × DDm × TVm × Efnm,n                                                                      (5) 

PCTCE = ∑ TTECCm ,n ×DDm ×TVm ×Efnm ,n
TP

                                                                                       

Distance of Driving per capita for particular modes of transport mTTECm,n = TTECCm,n × DDm × TVm                                                                                    (1) 

TTCEm,n = TTECCm,n × DDm × TVm × Efn                                                                            (2) 

TTEC = ∑ TTECCm,n × DDm × TVmm,n × ECCn                                                                   (3) 

PCTEC = ∑ TTECCm ,n ×DDm ×TVmm ,n ×ECCn
TP

                                                                                    (4) 

TTCE = ∑ TTECCm,n × DDm × TVm × Efnm,n                                                                      (5) 

PCTCE = ∑ TTECCm ,n ×DDm ×TVm ×Efnm ,n
TP

                                                                                       

Trip Volumes per year for particular modes of transport mTTECm,n = TTECCm,n × DDm × TVm                                                                                    (1) 

TTCEm,n = TTECCm,n × DDm × TVm × Efn                                                                            (2) 

TTEC = ∑ TTECCm,n × DDm × TVmm,n × ECCn                                                                   (3) 

PCTEC = ∑ TTECCm ,n ×DDm ×TVmm ,n ×ECCn
TP

                                                                                    (4) 

TTCE = ∑ TTECCm,n × DDm × TVm × Efnm,n                                                                      (5) 

PCTCE = ∑ TTECCm ,n ×DDm ×TVm ×Efnm ,n
TP

                                                                                       

Total Transport Carbon Emissions due to particular modes of transport m for different 
types of total transport energy consumption nTTECm,n = TTECCm,n × DDm × TVm                                                                                    (1) 

TTCEm,n = TTECCm,n × DDm × TVm × Efn                                                                            (2) 

TTEC = ∑ TTECCm,n × DDm × TVmm,n × ECCn                                                                   (3) 

PCTEC = ∑ TTECCm ,n ×DDm ×TVmm ,n ×ECCn
TP

                                                                                    (4) 

TTCE = ∑ TTECCm,n × DDm × TVm × Efnm,n                                                                      (5) 

PCTCE = ∑ TTECCm ,n ×DDm ×TVm ×Efnm ,n
TP

                                                                                       

Emission factor from total transport energy consumption n

TTECm,n = TTECCm,n × DDm × TVm                                                                                    (1) 

TTCEm,n = TTECCm,n × DDm × TVm × Efn                                                                            (2) 

TTEC = ∑ TTECCm,n × DDm × TVmm,n × ECCn                                                                   (3) 

PCTEC = ∑ TTECCm ,n ×DDm ×TVmm ,n ×ECCn
TP

                                                                                    (4) 

TTCE = ∑ TTECCm,n × DDm × TVm × Efnm,n                                                                      (5) 

PCTCE = ∑ TTECCm ,n ×DDm ×TVm ×Efnm ,n
TP

                                                                                       

Energy Conservation Coefficient from energy type n

TTECm,n = TTECCm,n × DDm × TVm                                                                                    (1) 

TTCEm,n = TTECCm,n × DDm × TVm × Efn                                                                            (2) 

TTEC = ∑ TTECCm,n × DDm × TVmm,n × ECCn                                                                   (3) 

PCTEC = ∑ TTECCm ,n ×DDm ×TVmm ,n ×ECCn
TP

                                                                                    (4) 

TTCE = ∑ TTECCm,n × DDm × TVm × Efnm,n                                                                      (5) 

PCTCE = ∑ TTECCm ,n ×DDm ×TVm ×Efnm ,n
TP

                                                                                       

Per Capita Transport Energy Consumption

TTECm,n = TTECCm,n × DDm × TVm                                                                                    (1) 

TTCEm,n = TTECCm,n × DDm × TVm × Efn                                                                            (2) 

TTEC = ∑ TTECCm,n × DDm × TVmm,n × ECCn                                                                   (3) 

PCTEC = ∑ TTECCm ,n ×DDm ×TVmm ,n ×ECCn
TP

                                                                                    (4) 

TTCE = ∑ TTECCm,n × DDm × TVm × Efnm,n                                                                      (5) 

PCTCE = ∑ TTECCm ,n ×DDm ×TVm ×Efnm ,n
TP

                                                                                       

Total Population

TTECm,n = TTECCm,n × DDm × TVm                                                                                    (1) 

TTCEm,n = TTECCm,n × DDm × TVm × Efn                                                                            (2) 

TTEC = ∑ TTECCm,n × DDm × TVmm,n × ECCn                                                                   (3) 

PCTEC = ∑ TTECCm ,n ×DDm ×TVmm ,n ×ECCn
TP

                                                                                    (4) 

TTCE = ∑ TTECCm,n × DDm × TVm × Efnm,n                                                                      (5) 

PCTCE = ∑ TTECCm ,n ×DDm ×TVm ×Efnm ,n
TP

                                                                                       Per Capita Transport Carbon Emission

SSDS Model Validity and Sensitivity

The parameters of SSDS model are continuously modified and adjusted during the course 
of development of interrelation between different parameters to reduce the error between 
actual historical and simulated data, and ultimately to improve the reliability of the model. 
Table 5 presents the historical data and simulated data for key parameters from 2011 to 2019.

The error rate (ER), error variance (EV), mean absolute percentage error (MAPE), and 
root mean square percentage error (RMSPE) of the key parameters are calculated using 
the following equations, respectively:

ER = |Simulated Value−Absolute Value|
Absolute Value

× 100%                                                                          (7) 

EV = |Average Rate of Simulated Value−Average Rate ofAbsolute Value|
Average Rate of Absolute Value

× 100%                      (8) 

MAPE = 1
n
∑ �Simulated Value−Absolute Value

Absolute Value
�n

i=1 × 100%                                                             (9) 

RMSPE = �1
n
∑ �Simulated Value−Absolute Value

Absolute Value
�
2

n
i=1 × 100%                                                (10) 
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Table 6 depicts the values of ER, EV, MAPE, and RMSPE for total population; GDP; 
total number of two wheelers; total number of cars, jeeps and taxis; and total number of 
buses, respectively. 

Table 6 
Values of ER, EV, MAPE, and RMSPE in percentage

ER EV MAPE RMSE
Total population 0.4266 10.3593 0.4635 1.0767
GDP 1.3604 0.8505 1.3409 1.8021
Total number of two wheelers 0.9001 3.9265 0.7141 1.4003
Total number of cars, jeeps and taxis 3.1206 10.6186 2.7628 3.6653
Total number of buses 0.2711 3.3509 0.2826 1.1925

Note. ER = Error rate; EV = Error variance; MAPE = Mean Absolute Percentage Error; RMSPE = Root Mean 
Square Percentage Error

The developed SSDS model is totally effective, valid, and generating reliable simulated 
results because the values of ER and EV of key parameters are less than or equal to 5% 
and 30% respectively, while MAPE and RMSPE are also very close to zero which clearly 
shows that error is very low and SSDS model’s prediction ability is best. Using 2011 as the 
base year, the historical data from 2011 to 2019 (Economic Survey, n.d.; MoRTH, 2023; 
Office of the Registrar General and Census Commissioner, India & Ministry of Home 
Affairs, Government of India, n.d.) are utilized to verify the validity of the model. The 
key parameters fully satisfy the validity for future projections, and Figures 5(a) to 5(e) 
depict the comparison graph between simulated data and actual data of key parameters. 

The sensitivity test of developed SSDS model was also conducted to examine how 
much sensitive the model is due to alterations in the different values of the selected 
parameters and due to changes in the basic structure of the developed SSDS model. The 
results of the sensitivity analysis showed that the total population and per capita annual 
trip volumes had larger impact on total trip volumes. The total trip volume, per capita 
total energy consumption coefficient, and distance of driving per capita for cars jeeps and 
taxis had major impact while total trip volume and per capita total energy consumption 
coefficient for buses had minor impact on TTCE and TTEC. This clearly proved that the 
developed SSDS model is totally under control and is totally fit for simulation to generate 
strategies based on IoT-ITS.
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(a) (b)

(c) (d)

(e)

Figure 5. Comparison graph between simulated and actual data of (a) gross domestic product (GDP), (b) total 
population, (c) total number of two wheelers, (d) total number of cars jeeps and taxis, and (e) total number 
of buses, respectively

Generation of Strategies Based on IoT-Enabled ITS

The ITS uses integration of information technologies- cloud computing, mobile internet, 
IoT and big data technology with communication technologies, and by effectively utilizing 
the present transportation infrastructure can drastically reduce TTCE and TTEC, road 
accidents, traffic congestions, and improve traffic and transportation services. Thus, ITS 
reinforces the synergistic relation between environment, vehicles, roads and the commuters, 
and its demand is increasing day by day and is a future market.  
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APTS, ATIS, Advanced Traffic Management Systems (ATMS), AVCS, Emergency 
Vehicle Services (EVS), and Commercial Vehicle Operations (CVO) are major functional 
areas of ITS. APTS increases the efficiency of public transportation network and APTS 
solutions include smart bus core (networking devices on the bus), smart bus camera (help 
passenger counting and analysis), driver status monitoring, blind spot detection, ultrasonic 
sensors and smart card integrated circuit scanners while ATIS is the most extensively used 
ITS application area that provides real time information to the travelers to enhance their 
mobility. 

ATMS is another ITS application platform that covers monitoring, controlling and 
safety on roads and highways. ATMS solutions include signal optimization and innovative 
ramp metering, real time traffic information, incident detection and rapid accident 
response, signalized arterial networks, highway advisory radio, adaptive signal control, 
real time decision support. In contrast, advanced vehicle control systems solution include 
longitudinal assistance systems preventing rear-end and front-end collisions, dedicated 
short range communication radios to enable vehicle-to-vehicle, vehicle-to-infrastructure, 
and infrastructure-to-vehicle to improve safety. Emergency vehicle services solutions 
include drones and unmanned aerial vehicles, green wave system, visual roadside units, 
and emergency vehicle lighting and sirens, while commercial vehicle operations application 
area of ITS deals in regulating and transporting freight in commercial vehicles and includes 
fleet administration, freight administration, electronic clearance, and commercial vehicle 
administrative processes.

A total of six strategies based on IoT-ITS: TTDM strategy, BT strategy, RRM strategy, 
TU strategy, No-IMP strategy and AIN strategy, are formulated and generated to monitor 
TTCE and TTEC, in MCI using the output of sensitivity test of the key parameters of SSDS 
model. The developed robust SSDS model is simulated for generated strategies based on 
IoT-ITS to reduce TTCE and TTEC. The outcome pattern of TTCE and TTEC is analyzed 
and simulated from 2011-2020 (pre COVID-19 period), during COVID-19 period, and 
post COVID-19 time period from 2022 to 2030 to observe the effect of generated strategies 
based on IoT-ITS. 

No-IMP Strategy Based on IoT-ITS

In No-IMP strategy, there is no change in TTCE and TTEC pattern in MCI because it 
follows the current national developmental trend. Also, there is no implementation of 
IoT-ITS, as well as no addition of any new policy to the four main sub-systems and four 
sub-models of RoTr-SS. Thus, TTCE and TTEC will continuously increase in the near 
future and reach a new height.
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BT Strategy Based on IoT-ITS

The basic aim of BT strategy is to provide the intelligent and innovative services to enhance 
the mobility, safety, efficiency, and environment of public bus transport of MCI. BT strategy 
cannot cover all the dense points of cities, but can only cover all the major and important 
locations. It will definitely play an attention mode to reduce the TTCE and TTEC. The share 
of public bus transport equipped with IoT-ITS must increase by 60% while a serious effort 
should be made to reduce the personal motorized four and two wheelers to reduce TTCE.  

TTDM Strategy Based on IoT-ITS

The TTDM strategy aims to establish IoT-ITS-based guidelines for managing road traffic 
and transportation in MCI to reduce total traffic congestion and emissions. It includes 
implementing IoT-ITS rules to control vehicle population growth, balancing infrastructure 
between cities and smaller towns, and supporting scrappage policies for outdated vehicles 
to achieve net-zero emissions. Additionally, IoT-ITS vehicle fitness testing and automated 
testing stations are recommended for all vehicles. Policies like an odd-even traffic rule and 
congestion fees at peak hours would help manage congestion and emissions by tracking 
vehicle numbers and encouraging eco-friendly vehicle use.

TU Strategy Based on IoT-ITS

The role of TU strategy in MCI will play a very important role in reducing TTCE and 
TTEC by eliminating the use of very high pollution generation vehicles, and very old two 
and four wheelers, and introducing IoT-ITS-based hi-tech vehicles. The health of children 
and adults are slowly coming in danger zone in MCI due to very heavy polluted traffic 
and transport environment. The only solution to prevent the escalating environmental 
pollution is the introduction of IoT-ITS-based hi-tech e-vehicles. Road transportation is 
mainly governed by diesel and petrol-based vehicles. The introduction of IoT-ITS-based 
hi-tech e-vehicles will improve the quality, efficiency, performance and reduce the fuel 
consumptions and carbon emissions.

RRM Strategy Based on IoT-ITS

The RRM strategy aims to establish IoT-based guidelines to manage traffic and 
transportation in MCI, reducing traffic congestion and emissions. Key actions include 
implementing IoT-driven rules to regulate new vehicle purchases and control population 
inflow by balancing infrastructure between cities and smaller areas. Government-supported 
scrappage policies will help phase out old, polluting vehicles, promoting eco-friendly and 
high-tech e-vehicles. IoT-based vehicle fitness testing stations and odd-even traffic rules 
will further reduce congestion, while peak-hour congestion fees will manage traffic flow 
and emissions effectively, moving towards to reduce TTCE and TTEC.
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AIN Strategy

AIN strategy is basically a synergistic approach of TTDM, BT, RRM, and TU, with all their 
restrictions and due to these multiple effects of all these four strategies, an accumulated 
decreasing pattern of TTCE and TTEC is observed in MCI. 

RESULTS AND DISCUSSION
The simulation results of SSDS model for generated strategies based on IoT-ITS to reduce 
TTCE and TTEC of road traffic and transportation system in MCI are shown in Figures 6 
and 7, respectively. Figure 6 (a) depicts TTEC pattern in MCI for different strategies based 
on IoT-ITS. The value of TTEC under AIN is minimum in base year 2011 and has the lowest 
rising outcome pattern of all six strategies upto COVID-19 period and after the aggressive 
implementation of IoT-ITS from the post-COVID-19 time period 2023 to 2030, it has the 
highest continuous decline pattern of all six strategies. The output pattern of AIN is the 
most effective strategy pattern among all six strategies in reducing TTEC in both long and 
short period. In RRM, the value of TTEC has one of the lowest rising patterns of all of five 
separate strategies upto the COVID-19 period but after the aggressive implementation of 
RRM from the post-COVID-19 period 2023 to 2030, has the second highest continuous 
decline pattern and thus very realistic strategy for the short duration reduction of TTEC. 
In No-IMP, there is minimum decline pattern in comparison to all other strategies and in 
TU, there is second minimum decline in TTEC before and after the COVID-19 period. 
Before COVID-19 period, there is less rising pattern in TTEC due to BT and TTDM in 
comparison of No-IMP and TU but after COVID-19 period there is comparatively further 
less rising pattern in TTEC due to BT and TTDM. The TTDM looks very realistic strategy 
for the short duration reduction of TTEC. 

Figure 6 (b) depicts the variations in TTEC per capita in MCI for different strategies 
based on IoT-ITS. There is very minor decline pattern in TTEC per capita under TU 
primarily due to less short duration progress in energy consumption economy of urban 
transportation in India mainly due to constraint of advanced technology and finance before 
COVID-19 period. There is also very slow paced decline pattern in TTEC per capita under 
TTDM before COVID-19 period. During COVID-19 period, there is a very sharp decline 
but after COVID-19 period there is a faster decline pattern in TTEC per capita. In BT, the 
pattern of TTEC per capita depicts a bit sharp decline behavior before COVID-19 period 
but after COVID-19 period, the decline pattern depicts a gradual slow pace of decline. In 
RRM, TTEC per capita has the lowermost value of all the specific strategies. In RRM and 
TTDM before the COVID-19 period in comparison to all other strategies have a tremendous 
initial decline pattern in TTEC per capita but BT depicts a drastic decline pattern in totality 
in TTEC per capita not only before COVID-19 period but also in the post-COVID-19 
period. The model simulation clearly shows that BT is the best suited strategy for reduction 
of TTEC from public bus transport. The TTEC per capita depicts the lowest level value in 
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(a)

(b)

Figure 6. (a) Total Transport Energy Consumptions (TTEC) and (b) TTEC per capita pattern in Million-plus 
Cities of India (MCI) for different strategies based on Internet of Things-enabled Intelligent Transportation 
System (IoT-ITS)
Note. No-IMP = No implementation; TU = Technology upgradation; BT = Bus transport; TTDM = Traffic 
and transportation demand management; RRM = Rules and regulations management; AIN = All integrated

the start for AIN and there is continuous fall in its values before and after the COVID-19 
period. It is interesting to note that decline of TTEC per capita under AIN is very fast in 
the beginning but after a passage of time slows down.

TTCE pattern in MCI for six different strategies based on IoT-ITS is shown in Figure 
7(a).  The value of TTCE under AIN has the lowest rising pattern of all of six strategies 
upto the COVID-19 period and after the aggressive implementation of IoT-ITS from 2023 
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to 2030, again has the highest continuous decline pattern of all six strategies based on IoT-
ITS. Under RRM, the TTCE pattern after the aggressive implementation of RRM from the 
post-COVID-19 period, has the second highest continuous steady decline and thus again 
highly realistic strategy for the short duration reduction of TTCE. Due to tremendous rise 
in travel pattern of target population, the value of TTCE is still rising, but not with great 
pace due to implementation of strategies based on IoT-ITS. Variations in TTCE per capita 
in MCI for the six different strategies based on IoT-ITS are shown in Figure 7(b). The 

(a)

(b)

Figure 7. (a) Total Transport Carbon Emissions (TTCE) and (b) TTCE per capita pattern in Million-plus 
Cities of India (MCI) for different strategies based on Internet of Things-enabled Intelligent Transportation 
System (IoT-ITS)
Note. No-IMP = No implementation; TU = Technology upgradation; BT = Bus transport; TTDM = Traffic 
and transportation demand management; RRM = Rules and regulations management; AIN = All integrated
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simulation patterns for TTEC per capita and TTCE per capita are very similar for TTDM, 
BT, RRM, and AIN. The TTCE per capita due to TU depicts overall greater changes.

Discussion and IoT-ITS Based Strategy Implications

It is interesting to note that RRM has the extreme result in reduction of TTEC and TTCE. 
Secondly, the role of TU is better in reduction of TTCE to the reduction of TTEC. The 
implementation of AIN is always most authentic in the reduction of TTEC and TTCE 
in comparison to the implementation of any particular strategy. Figure 8 (a) depicts the 
outcome changing pattern in reduction of TTCE due to implementation of BT under 
different strategy combinations. Now the combinations are: BT− (No-IMP) = ΔBT; BT− 
TTDM = Δ[BT + TTDM] − ΔTTDM; BT−TU = Δ[BT + TU]−  ΔTU; BT− RRM = Δ[BT 
+ RRM] − ΔRRM; BT − [TTDM + TU] = Δ[BT + TTDM + TU] − Δ[TTDM + TU]; BT 
− [TTDM + RRM] =Δ[BT + TTDM + RRM] − Δ[TTDM + RRM]; BT − [TU + RRM] = 
Δ[BT + TU + RRM] − Δ[TU + RRM)]; BT−  [TTDM + TU + RRM)] = ΔAIN − Δ[TTDM 
+ TU + RRM]. 

Here BT − [TTDM + TU] represents the outcome pattern in reduction of TTCE due to 
implementation of BT after the prior implementation of TTDM and TU. Now the outcome 
pattern BT − [TTDM + TU] is prominent in all and depicts that the outcome pattern of BT 
is superb but only after the implementation of TTDM and TU. Now comparison of three 
pairs BT − TU; BT − TTDM; and BT − RRM, clearly shows that BT is most effective after 
the implementation of TU.  Now BT − [TTDM + TU + RRM] has always outcome pattern 
positive while BT − [TU +RRM] and BT − TU has always outcome pattern negative. These 
conflicting patterns clearly indicate that RRM has a very strong effect on the implementation 
behavior of BT. Hence, the correct order is first of all implement BT and then RRM. So 
now the best order to capitalize the maximum effect of BT is TU > TTDM > BT > RRM. 

Figure 8 (b) depicts the outcome changing pattern in reduction of TTCE due to 
implementation of TU under different strategy combinations. Now the combinations are: 
TU − (No-IMP) = ΔTU; TU − BT = Δ[BT + TU] − ΔBT; TU − TTDM = Δ[TTDM + TU] 
− ΔTTDM; TU − RRM = Δ[TU + RRM] − ΔRRM; TU − [BT + TTDM] = Δ[BT + TTDM 
+ TU] − Δ[BT + TTDM]; TU − [BT + RRM] = Δ[BT + TU + RRM] − Δ[BT + RRM]; TU 
− [TTDM + RRM] = Δ[TTDM + TU + RRM] − Δ[TTDM + RRM]; TU − [BT + TTDM 
+ RRM)] = ΔAIN − Δ[BT + TTDM + RRM]. Now the outcome pattern of TU − [BT + 
TTDM] is prominent in all and clearly recommends that TU should be implemented first 
and then RRM should be implemented to give us most effective results. Now comparison 
of three pairs TU − BT; TU − TTDM; and TU − RRM, clearly shows the best order of 
implementation: BT followed by TTDM and then in the last RRM. So now to capitalize 
the maximum effect of TU, the best sequence is BT > TTDM > TU > RRM. 
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(a)

(b)

Figure 8. Outcome changing pattern in reduction of Total Transport Carbon Emissions (TTCE) due to 
implementation of (a) Bus transport (BT) Strategy and (b) Technology upgradation (TU) Strategy
Note. TU−(No-IMP) = Technology upgradation−(No implementation); TU−BT = Technology upgradation−Bus 
transport; TU−TTDM = Technology upgradation−Traffic and transportation demand management; TU−RRM 
= Technology upgradation−Rules and regulations management; TU−[BT+TTDM] = Technology upgradation−
[Bus transport + Traffic and transportation demand management]; TU−[BT+RRM] = Technology upgradation−
[Bus transport + Rules and regulations management]; TU−[TTDM + RRM] = Technology upgradation−[Traffic 
and transportation demand management + Rules and regulations management]

Figure 9 (a) depicts the outcome changing pattern in reduction of TTCE due to 
implementation of TTDM under different strategy combinations. Now the combinations 
are: TTDM − (No-IMP) = ΔTTDM; TTDM −BT = Δ[BT + TTDM] − ΔBT; TTDM − TU 
= Δ[TTDM + TU] − ΔTU; TTDM −RRM = Δ[TTDM + RRM] − ΔRRM; TTDM − [BT 
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(a)

(b)

Figure 9. Outcome changing pattern in reduction of Total Transport Carbon Emissions (TTCE) due to 
implementation of (a) Traffic and transportation demand management (TTDM) Strategy and (b) Rules and 
regulations management (RRM) Strategy
Note. RRM−(No-IMP) = Rules and regulations management−(No implementation); RRM−BT = Rules and 
regulations management−Bus transportation; RRM−TTDM = Rules and regulations management−Traffic and 
transportation demand management; RRM−TU = Rules and regulations management−Technology upgradation; 
RRM−[BT+TTDM] = Rules and regulations management−[Bus transportation + Traffic and transportation 
demand management]; RRM−[BT+TU] = Rules and regulations management−[Bus transportation + Technology 
upgradation]; RRM−[TTDM+TU] = Rules and regulations management−[Traffic and transportation demand 
management + Technology upgradation]
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+ TU] = Δ[BT + TTDM + TU] − Δ[BT + TU]; TTDM − [BT + RRM] = Δ[BT + TTDM 
+ RRM] − Δ[BT + RRM]; TTDM − [TU + RRM] = Δ[TTDM + TU + RRM] − Δ[TU + 
RRM); TTDM − [BT + TU + RRM] = Δ AIN − Δ[BT + TU + RRM]. Here the TTDM − [BT 
+ TU] represents the outcome pattern in reduction of TTCE due to TTDM after the prior 
implementation of BT and TU. Now the outcome pattern of TTDM − [BT + TU] is best in 
all and indicates that outcome pattern of TTDM is most realistic when this is implemented 
after the implementation of BT and TU. Now comparison of three pairs TTDM − BT; 
TTDM − TU; and TTDM − RRM, shows that the outcome pattern of TTDM is weak after 
the implementation of RRM but is strong after the implementation of TU. Now the outcome 
pattern of TTDM − [BT + TU + RRM] is noticeable which clearly indicates that TTDM 
always gives realistic pattern to resolve the problems at any stage of time and hence it 
should be used continuously. So now the best order to capitalize the maximum effect of 
TTDM is TU > BT > TTDM > RRM. 

Figure 9 (b) depicts the outcome changing pattern in reduction of TTCE due to 
implementation of RRM under different strategy combinations. Now the combinations 
are: RRM − (No-IMP) = ΔRRM; RRM − BT = Δ[BT + RRM] − ΔBT; RRM − TTDM 
= Δ[TTDM + RRM] − ΔTTDM; RRM − TU = Δ[RRM + TU] − ΔTU; RRM − [BT + 
TTDM] = Δ[BT + TTDM + RRM] − Δ[BT + TTDM]; RRM − [BT + TU] = Δ[BT + TU 
+ RRM] − Δ[BT + TU]; RRM − [TTDM + TU] = Δ[TTDM + TU + RRM] − Δ[TTDM + 
TU]; RRM − [BT + TTDM + TU] = ΔAIN−  Δ[BT + TTDM + TU]. The implementation 
of RRM has a powerful decreasing pattern tendency on implementation of TTDM, BT 
and TU and should be executed latter. Now to get the best outcome pattern of RRM − No-
IMP, the RRM should be executed initially. The outcome pattern of RRM − TU is the next 
noticeable and therefore TU should be executed first. The comparison of RRM − TTDM 
with RRM − BT clearly indicates that in the early stages, the outcome pattern of RRM − BT 
is more significant than RRM − TTDM but in the post Covid-19 period the outcome pattern 
is worst. The implementation of TTDM need good condition of public transportation as 
an essential requirement while implementation of BT need a particular time lag. So now 
the best order to capitalize the maximum effect of RRM is TU > BT > TTDM > RRM.

Similarly, the best order to capitalize the maximum effect of all separate strategy in 
AIN is TU > BT > TTDM > RRM.

CONCLUSION

A SSDS model was designed in four stages to reduce TTEC and TTCE of road traffic and 
transportation system in MCI by the implementation of strategies based on IoT-ITS. Total 
six strategies based on IoT-ITS were formulated and generated to monitor TTEC and TTCE 
in MCI. The outcome pattern was analyzed and simulated. The implementation of BT has 
an optimistic outcome pattern but implementation of BT needs a particular time lag and 
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hence the output pattern will only be effective slowly after a passage of time, whereas the 
implementation of TTDM has a quick favorable outcome pattern and is very effective 
for short duration. When both BT and TTDM are implemented jointly, then TTDM can 
easily take care of time lag due to BT. The TU plays a very important role in reduction of 
TTCE than savings of TTEC, while implementation of RRM can play an important role in 
attaining the targets very quickly than others. The implementation of AIN is very expensive 
in reducing TTCE and TTEC but its overall outcome pattern is excellent in comparison of 
implementation of each specific strategy individually.

For the generation of IoT-ITS-based total low carbon emission transportation modes 
in the near future and for achieving the target goal of reducing TTCE and TTEC, BT is a 
very realistic and sound to manage and reduce the road traffic accidents and collisions, road 
traffic congestions and consumption of fuels. There is also an urgent need to promote the 
dedicated cycling zones, dedicated e-vehicle lanes, and safe walking zones by developing 
IoT-ITS-based driveways and promoting e-vehicles. The sophisticated structure of TTDM 
can play a very important role in managing the traffic and transportation system. The 
transport strategic planners and administrators are supposed to carefully examine the 
possible bottlenecks in this strategy, and should diagnose and predict the future line of 
action to avoid the eleventh-hour crisis and should study in advance the effect of IoT-ITS-
based infrastructure development on the travel pattern due to TTDM.  

The TU has a lot of hidden merits and should be thoroughly explored. TU has a better 
role in reducing TTCE than the savings in total transport energy. IoT-ITS-based research 
has a very long duration investment remuneration system, and has a good potential for a 
variety of different high-tech inputs from the practical point of view. The majority of energy 
workers and two or four-wheelers manufacturers generally have less drive for technology 
research. Hence, it is necessary for the Government of India to strictly introduce and 
implement very severe technical guidelines immediately to avoid an explosive disaster 
due to carbon emissions. The provision of exemption from taxes and such other incentives 
can also play a significant role in the realization of target goals. 

The RRM is totally based on the strong discretion of the Government of India. Hence 
it is very necessary for the government machinery to strictly impose the RRM with full 
boldness and fairness. The police and Regional Transport Office (RTO) officials must 
circulate as well as announce detailed explanations on a regular basis about different RRM 
to the residents to get back their full cooperation and to minimize the rebound behavior. A 
safe exit process and controlling behavior are main tools for different RRM. The overall 
effect of different RRM is definitely very optimistic. It is very interesting to note that 
though implementation of AIN is highly expensive, but it is the best golden strategy in all 
the strategies. Hence, the optimal order of strategy implementation in AIN is TU > BT > 
TTDM > RRM. 
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The traffic and transportation system at present globally contributes approximately 
26% of total energy-based emissions, and this will rise to approximately 55 to 60% in the 
year 2050. Similarly, the contribution of freight road transportation-based energy emissions 
will rise to approximately 80% in the year 2050, which is at present around 42%. The 
aggressive and high ambition implementation of strategies based on IoT-ITS using SSDS 
model in Indian road traffic and transportation system, total infrastructure as well as in 
electrification of road traffic and transportation system including electric vehicles and 
e-public transport buses will definitely reduce TTCE by approximately 33-35% upto 2030 
and 70-75% upto 2050 and this road map of aggressive and high ambition implementation 
of strategies based on IoT-ITS finally zoom to main goal of achieving net zero emissions.
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ABSTRACT

This study was conducted with the aim of analyzing the crystal structure, surface morphology 
structure, and energy band gap values   in zinc oxide (ZnO), tin(IV) oxide (SnO2), and titanium 
dioxide (TiO2) thin films. This study uses an experimental research type that goes through two 
stages of work, namely synthesis and characterization of thin films. The synthesis stage is through 
the process of making sol-gel solutions, depositing solutions on substrate media, and heating thin 
film samples. While the characterization stage is carried out through three testing processes using 
X-ray diffraction (XRD), scanning electron microscopy (SEM), and UV-Vis spectrophotometry. The 
research data obtained were analyzed descriptively and presented in the form of images, tables, and 
graphs to see the quality and characteristics of the test samples. Based on the results of the analysis, 
it is known that the crystal structure of the ZnO thin film is hexagonal while SnO₂ and TiO₂ are 
tetragonal. The surface morphology of the SnO₂ and TiO2 thin films is granular, while the ZnO thin 

film is a nanorod. The smallest energy band gap 
value is found in the ZnO thin film with a value 
of 2.00 eV. There are four factors that affect the 
energy band gap value in thin films, namely 
precursor material, deposition method, substrate 
media, and dopant material.

Keywords: Crystal structure, energy band gap, 
morphological structure, thin film, tin(IV)oxide, 
titanium dioxide, zinc oxide
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INTRODUCTION

Researchers worldwide have paid considerable attention to the development of technology 
in the field of materials. Various studies have been conducted with the aim of producing 
materials that have good characteristics and are in accordance with human needs. One way 
that can be done to produce materials that are in accordance with what is desired is by 
using the material coating technique process (Butt, 2022). In today’s conditions, various 
material coating sciences and technologies play a very important role in the electronics 
industry. One of the main objectives of this development process is to be able to meet 
the various needs for a circuit that is integrated and often used in the electronics industry 
process (McIvor & Humphreys, 2004). Research on material coatings that is often carried 
out today is the process of forming thin layers.

A thin layer is a layer on a material that has a thickness ranging from nanometers (single 
layer) to micrometers (Koziej et al., 2014). This thickness condition when compared to the 
substrate used is included in the very thin category. Currently, thin films are of interest to 
develop because they can impart new properties to materials. Thin films have characteristics 
such as a uniform surface (coating the substrate evenly without defects), stable surface 
temperature and high precision, strong intermolecular adhesion, and crystal structure 
(Zhao et al., 2008). Thin layers can be developed by carrying out a deposition process of 
a material which can be organic, non-organic, metal, or a mixture of the three materials on 
a substrate in the form of a plate, thus producing a new property. The application of thin 
layers for semiconductors is developed in the form of transparent conductive oxide (TCO), 
sensors, capacitors, diodes, transistors, touch screens, solar cells, and various other forms 
of technology that are useful for human life today (Imawanti et al., 2017; Paul David et 
al., 2021).

However, in general, the materials that are often used by researchers in developing thin 
layers are materials that are included in the metal oxide group. Some examples of these 
metals include ZnO, SnO2, and TiO2. The selection of metal oxides as one of the good 
materials in the development of thin films is because these materials have the characteristics 
of high optical transparency at visible light waves and are transparent to light. Various 
previous studies have proven that the above materials are good precursors in the process 
of developing various thin layers that have characteristic values according to the needs of 
various industries, especially those related to electronics. According to Nunes et al. (2002), 
because of its optical and electrical qualities, high chemical and mechanical stability, and 
natural availability, ZnO has become one of the most promising materials. ZnO is also 
used as a base material for thin films because it is readily available, non-toxic, and efficient 
to produce (Vyas, 2020). The physical properties of ZnO nanostructures: it is important 
to note that the size of semiconductor materials is continuously decreasing towards the 
nanometer scale or even smaller, and some of their physical properties undergo changes 
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known as quantum size effects (Doyan & Humaini, 2017). Understanding the basic physical 
properties is important for the design of functional devices (Xin et al., 2019). 

The next material in the group of oxidation metals that is often used is SnO₂. Of 
the many constituent elements, titanium (Ti) and zinc (Zn) have the greatest abundance 
compared to other elements. However, tin (Sn) is a good alternative as a base material 
for thin layers because it has advantages over other metals, namely it is one of the good 
electrical conductors with a low electrical resistivity of 4.60 μΩ.cm, easy to form, resistant 
to corrosion, lightweight, non-flammable, and durable (Doyan et al., 2017, 2021). One 
of the nanoscale materials, which includes semiconductor materials, is SnO2. Tin (IV) 
oxide finds extensive use in sensor gases, solar cells, TCO, and optoelectronic devices 
(Muliyadi et al., 2019). Furthermore, tin (IV) oxide has a number of benefits, including 
low resistivity, excellent transparency, good chemical stability, and a band gap width of 
about 3.6 eV (Schell et al., 2017). Additionally, the tin (IV) oxide is highly sensitive to the 
atmosphere surrounding it, which makes it useful as a sensor gas (Pandit & Ahmad, 2022).

The last material that is often used in the development of thin films is titanium dioxide. 
Titanium dioxide, or chemically written as TiO₂, is a semiconductor material with a band 
gap of 3-4 eV, so it will only absorb light with wavelengths in the ultraviolet color region 
and is transparent to visible light (Bedghiou et al., 2019; Rizaldi et al., 2022). In addition, 
physically, titanium dioxide has a low density of 4.23 g/cc, a molecular weight of 79.886 
g/mol, a high level of stability, corrosion resistance, a white crystal form, and is acidic, so 
it does not dissolve in water (Khasanah et al., 2019; Prastiwi et al., 2017).

The three materials above certainly have characteristics that allow them to be used as 
basic materials or precursors in developing thin films. However, of course, each of these 
materials still has characteristics that cannot be used optimally in various industries. These 
characteristics need to be modified in order to adjust the inherent characteristics of each 
metal material so that it can be used in various technologies. One way that can be done 
to change the characteristics of the material is by carrying out a doping process (Norris et 
al., 2008). Some doping that has been used in this study to improve the capabilities of the 
three precursors above are aluminum, fluorine, indium, and cobalt.

In this study, two methods of thin layer sample preparation processes were used, namely 
the sol-gel spin coating and dip coating methods. The use of the sol-gel method is certainly 
due to several advantages, including being able to produce products with low synthesis 
temperatures, high purity and structural homogeneity, as well as producing electrochemical 
properties in the form of good conductivity compared to other methods. According to Costa 
et al. (2025), the sol-gel method allows the manufacture of SiO2 glass at a relatively lower 
temperature (~1,000 °C) without significant loss of phosphate because it is immobilized 
in aluminum-phosphate units. This method allows the preparation of homogeneous 
aluminophosphosilicate (APS) samples, which cannot be achieved using the melt-quenching 



2004 Pertanika J. Sci. & Technol. 33 (4): 2001 - 2025 (2025)

Teguh Ardianto, Aris Doyan, Susilawati, Dedi Riyan Rizaldi, Ziadatul Fatimah, Muhammad Ikhsan and Nuraini Rachma Ardianti

method. Meanwhile, according to Zhang et al. (2025), compared to other methods, powders 
prepared by the sol-gel method offer advantages such as fine particle size (Najafi, et al., 2022; 
Sharifi et al., 2023) and easy stoichiometry control (Khalaj et al., 2023). In its implementation, 
the sol-gel method can be combined with spin coating and dip coating techniques. Both 
techniques are used by researchers because they have their respective advantages.

Spin coating is a popular and rapid method for coating thin films on substrates. The 
main advantage of this method is the ease of producing a highly uniform coating. Centripetal 
force and surface tension of the liquid work together to coat the substrate evenly when a 
solution of a particular substance is spun at high speed. After excess solvent is removed, 
spin coating produces a thin film with a thickness ranging from a few nanometers to a few 
microns (Butt, 2022). The spin coating process is used to coat small materials with diameters 
ranging from a few square millimeters to a meter or more. One of the main advantages 
of the spin coating technique is the relative ease and simplicity of the process setup, as 
well as the thinness and homogeneity (Atay, 2020). Meanwhile, dip coating technique is 
often used for optical coatings, including wide-area antireflective coatings for sun visors 
and vehicle rear view mirrors; it is a fast, easy, affordable, and high-quality method used 
in industrial and laboratory applications (Butt, 2022; Jafri & Jaafar, 2024; Tang & Yan, 
2017). During the dip coating process, the substrate is immersed in a solution containing 
the coating components before the solution is dried (Y. Yang et al., 2018). This method 
can be described as the deposition of an air-based liquid phase onto the substrate surface.

Research on the synthesis and characterization of thin films has always attracted the 
attention of scientists because of its wide application in everyday life, both in the fields 
of decoration, construction, and electronics. In the field of electronics, thin films are used 
to make semiconductors (Rahmawati & Agustina, 2018). The three precursors used by 
researchers are certainly expected to have semiconductor material characteristics that are 
in accordance with several technologies that support human life, such as touch screens, gas 
sensors, and, of course, solar cells. Solar cell technology is one of the main objectives of 
thin film development carried out by researchers by applying various precursors and dopant 
materials to find the best and most efficient characteristic values   for the advancement of 
material research in the future. Based on the problems above, the purpose of this study is 
to determine and compare the energy band gap values of the precursor materials, namely 
ZnO, SnO₂, and TiO₂, after being added by various dopants such as zinc, aluminum, 
fluorine, indium, and cobalt.

METHODS AND MATERIALS

This research is experimental research. This research goes through two main stages, namely 
the formation of thin layer samples and thin layer characterization tests. The synthesis 
process itself goes through several stages, including:
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(1) Preparation of research materials, including precursors consisting of zinc acetate 
dihydrate (Zn (CH₃COO)₂H₂O), tin (II) chloride dihydrate (SnCl₂·2H₂O), and 
others, titanium dioxide (TiO₂); solvents consisting of ethanol (C₂H₅OH), 
hydrochloric acid (HCl), and aquades; while the dopant materials used include zinc 
dichloride (ZnCl₂), aluminum chloride (AlCl₃), indium (III) chloride tetrahydrate 
(InCl₃·4H₂O), ammonium fluoride (NH₄F), and cobalt (II) chloride (CoCl₂·6H₂O). 
The media used in the material coating process are glass and quartz substrates. 

(2) Making a sol-gel solution by mixing precursors, solvents, and doping materials 
into the same container and then stirring using a magnetic stirrer for 30-60 min 
until the mixture looks homogeneous.
(a) ZnO sol-gel solution

Zn(CH3COO)22H2O was dissolved into ethanol solution (C2H6O), and mono 
ethanolamine (MEA:C2H7NO) at room temperature with a molar ratio of MEA 
and ZnAc of 1:1. Then the solution was stirred using a magnetic stirrer at a 
temperature of ±70°C for 30 min until a homogeneous solution was obtained.

(b) SnO2 sol-gel solution
SnCl2.2H2O as much as 0.902 g in powder form is dissolved in 40 ml of 
ethanol. The process of dissolving SnCl2.2H2O in ethanol using a hot plate 
and stirring using a magnetic stirrer until it reaches a temperature of 80°C for 
30 minutes or until the solution is homogeneous. Then dopant materials are 
added according to the variables used, namely aluminum, indium, and fluorine, 
and then stirred again until all mixtures look homogeneous.

(c) TiO2 sol-gel solution
The preparation of TiO2 sol-gel solution uses 20 ml of ethanol solvent with 
a fixed concentration of 1 M. After the process of making the precursor 
solution in the form of TiO2, then the addition of NH4F, Indium(III)Chloride 
(InCl3), and cobalt(II)chloride (CoCl2) doping is carried out according to 
the mass calculation of each research material. Specifically for the use of 
CoCl2 doping, it is necessary to add hydrochloric acid (HCl) solution. This 
needs to be done so that the CoCl2 material can be mixed homogeneously 
with the precursor used.

(3) The process of depositing sol-gel solution on the substrate, where this stage is the 
process of coating the substrate material using a previously prepared solution. The 
deposition process uses aids in the form of a dip coater and a modified centrifuge 
with the aim that the deposited solution can be evenly distributed over the substrate 
used (glass or quartz). 

(4) The process of heating thin layer samples using an oven or furnace, which aims 
to dry and remove other solutions that are still on the surface of the substrate.
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In this study, it has been developed into several types of research samples with different 
treatments. To facilitate the analysis process, the researcher provides categorization or 
codes (Table 1).

The second stage after the thin film synthesis process is carried out is to conduct a 
thin film characterization test. In this study, three analysis test processes were carried 
out, namely 1) using XRD to measure the crystal structure of thin film samples, 2) using 
a scanning electron microscope (SEM) to determine the morphological structure of the 
surface of the thin film sample, and 3) using a UV-Vis spectrophotometry tool to determine 
the distribution of absorbance values     of the thin film sample. The data from the UV-Vis 
spectrophotometry test results were used by researchers to determine the energy band gap 
value of each thin film sample.

The energy band gap value can be determined using the Tauc plot graphic method, 
which describes the relationship between hv and (ahv)n (Efelina, 2017). The value of n = 
½ for the direct energy gap and n = 2 for the indirect energy gap (Susilawati et al., 2009). 
The Tauc determination of the energy band gap from the relationship graph between hv 
and (ahv)n until it intersects the hv axis. The method process uses absorbance value data 
that has been obtained and analyzed using Microsoft Excel 2010. Determination of the 
energy band gap from the relationship graph between hv and (ahv)n until it intersects the 
hv axis. To make it easier to understand the procedure in this study, it can be seen in the 
following chart (Figure 1).

Table 1
Thin film research samples

No. Sample Method Substrate Sample code
1 Zinc oxide Sol-gel dip-coating Glass ZnO type A
2 Zinc oxide Sol-gel spin-coating Glass ZnO type B
3 Tin(IV) oxide doping aluminum Sol-gel spin-coating Quartz SnO2:Al type A
4 Tin(IV) oxide doping aluminum Sol-gel spin-coating Glass SnO2:Al type B
5 Tin(IV) oxide doping indium Sol-gel spin-coating Glass SnO2:In
6 Tin(IV) oxide doping fluorine Sol-gel spin-coating Glass SnO2:F
7 Tin(IV) oxide doping aluminum and fluorine Sol-gel spin-coating Glass SnO2:(Al+F)
8 Tin(IV) oxide doping aluminum and indium Sol-gel spin-coating Glass SnO2:(Al+In)

9 Tin(IV) oxide doping aluminum, fluorine, 
and indium Sol-gel spin-coating Glass SnO2:(Al+F+In)

10 Titanium dioxide doping fluorine and indium Sol-gel spin-coating Glass TiO2:(F+In)
11 Titanium dioxide doping cobalt Sol-gel spin-coating Glass TiO2:Co 

Note. ZnO = Zinc oxide; SnO2:Al = Tin(IV) oxide doped with aluminum; SnO2:In = Tin(IV) oxide doped 
with indium; SnO2:F = Tin(IV) oxide doped fluorine; SnO2:(Al+F) = Tin(IV) oxide is doped with a mixture 
of aluminum and fluorine; SnO2:(Al+In) = Tin(IV) oxide is doped with a mixture of aluminum and indium; 
SnO2:(Al+F+In) = Tin(IV) oxide is doped with a mixture of aluminum, fluorine, and indium; TiO2:(F+In) = 
Titanium dioxide doped with mixture fluorine and indium; TiO2:Co = Titanium dioxide doped with cobalt
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Figure 1. Research stages of ZnO, SnO2, and TiO2 thin films
Note. ZnO = Zinc oxide; SnO2:Al = Tin(IV) oxide doped with aluminum; SnO2:In = Tin(IV) oxide doped 
with indium; SnO2:F = Tin(IV) oxide doped fluorine; SnO2:(Al+F) = Tin(IV) oxide is doped with a mixture 
of aluminum and fluorine; SnO2:(Al+In) = Tin(IV) oxide is doped with a mixture of aluminum and indium; 
SnO2:(Al+F+In) = Tin(IV) oxide is doped with a mixture of aluminum, fluorine, and indium; TiO2:(F+In) = 
Titanium dioxide doped with mixture fluorine and indium; TiO2:Co = Titanium dioxide doped with cobalt
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RESULTS AND DISCUSSION

Thin Film Synthesis

This study was conducted with the aim of determining the surface morphology structure 
and energy band gap value of thin films with ZnO, SnO2, and TiO2 precursor materials. 
The process of making thin layer samples begins with the process of determining the mass 
of each material used in the study, such as precursors and dopants. This is very important 
to ensure that the mass ratio between precursors and dopants is appropriate so that it can 
produce a homogeneous solution when mixed. The equation that can be used to determine 
the total mass of precursors and dopants in the study is as follows.

𝑀𝑀 =
 𝑚𝑚𝑡𝑡

𝑚𝑚𝑟𝑟
×

1000 
𝑉𝑉

       [1]

After the total mass of the precursor and dopant materials is obtained, the precursor 
mass calculation process is carried out according to the concentration used in the study by 
referring to the following equation.

(100− 𝑛𝑛)% =
𝑚𝑚𝑥𝑥𝑃𝑃𝑟𝑟𝑃𝑃𝑃𝑃𝑃𝑃𝑟𝑟𝑃𝑃𝑃𝑃𝑟𝑟 ×  1

𝑚𝑚𝑟𝑟  𝑃𝑃𝑟𝑟𝑃𝑃𝑃𝑃𝑃𝑃𝑟𝑟𝑃𝑃𝑃𝑃𝑟𝑟  )

𝑚𝑚𝑡𝑡𝐷𝐷𝑃𝑃𝑝𝑝𝑎𝑎𝑛𝑛𝑡𝑡 × 1
𝑀𝑀𝑟𝑟  𝐷𝐷𝑃𝑃𝑝𝑝𝑎𝑎𝑛𝑛𝑡𝑡

 
   [2]

Where M = molarity; mt = Total mass of the sample; mr = Relative molecular mass; V = 
Volume of solution; n = Concentration; and mx = Mass of materials used

After carrying out the material calculation process, the solution-making process is 
carried out by mixing the precursor and dopant with the solvent used. This process aims 
to ensure that all research materials used can be mixed evenly or homogeneously and 
produce a sol-gel solution made from ZnO, SnO2, and TiO2. The sol-gel solution that has 
been produced is then subjected to a deposition process using either the dip-coating or 
spin-coating method on the substrate media. The results of this deposition process are then 
heated using an oven, and several displays of thin layer samples with ZnO, SnO2, and TiO2 
precursor materials are obtained as follows in Figure 2.

Figure 2. Thin film samples: (a) Zinc oxide, (b) Tin(IV) oxide, and (c) Titanium dioxide

(a) (b) (c)
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Thin Film Characterization

Characterization is a test process to determine the extent of the character or nature of 
the research sample that has been carried out. Characterization in this study measures 
two properties of thin layer samples, namely the surface morphological structure and the 
energy band gap value. 

Figure 3. Diffraction patterns of thin film samples: 
(a) Zinc oxide, (b) Tin(IV) oxide, and (c) Titanium 
dioxide

(a)

(b)

(c)

Thin Film Crystal Structure

The crystal structure of the thin film was 
tested using XRD data with the aim of 
determining the crystal orientation phase 
and crystal size formed in the thin film 
sample. The measurement uses an angle 
range of 10° to 90° on the grounds that the 
crystals will be detected at a diffraction 
source wavelength of 1.5406 Å from the 
CuKa source (Ramesh et al., 2023; X. Yang 
et al., 2022). The measurement produces 
data in the form of a diffraction pattern of 
the relationship between intensity (y-axis) 
and scattering angle or 2θ (x-axis). Based 
on the test results, the diffraction pattern 
of the thin layer sample can be seen in the 
following Figure 3.

The differences in diffraction patterns 
are found in thin film samples made from 
ZnO, SnO₂, and TiO₂ precursors. Of course, 
each precursor has special characteristics 
that describe the characteristics of the 
compound. The diffraction pattern of ZnO 
crystal planes is (101) and hexagonal ZnO 
crystal. SnO₂ thin film samples generally 
have three highest trend peaks, which 
indicates that the crystal form is tetragonal. 
This is supported by the results of research 
conducted by Zaini et al. (2018), which 
found that the lattice parameters of the 
synthesized SnO₂ are almost the same as 
SnO₂ no. COD 969007534 in the form of a 
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tetragonal crystal structure with a space group. Meanwhile, in the TiO₂ sample, it can be 
seen that the highest intensity is seen, especially in the (101) plane, with the maximum 
intensity value produced for the highest peak in the TiO₂ sample at the 2θ value of 25°, 
which is in accordance with the main peak typical of the TiO₂ anatase phase (tetragonal) 
(Khan et al., 2020; Preeti & Rohilla, 2020). The intensity value obtained from the XRD 
measurement results illustrates the proportionality to the level of crystallinity of a material, 
where the higher the intensity of the diffractogram peak, the more perfect the crystal shape 
formed in the material (Khan et al., 2020; Tjahjanti, 2019).

In addition to determining the phase and form of the crystal structure, XRD test data 
can be used to determine the crystal grain size of thin film samples. To determine the size 
of the crystal particles that make up the thin film, it can be calculated by utilizing the XRD 
test results using the Debye-Scherrer equation (Khan et al., 2020), namely:

𝐷𝐷 =
𝑃𝑃𝑘𝑘

𝛽𝛽𝛽𝛽𝑃𝑃𝑃𝑃𝛽𝛽
        [3]

Where D = Crystal size; k = Material constant (usually 0.9); θ = Diffraction angle; 
λ= The wavelength of the X-ray source used; and β = Full width at half maximum 
(FWHM) value

Based on the results of the crystal size calculations obtained in the ZnO, SnO₂, and 
TiO₂ samples, they can be seen in Table 2.

Based on Table 2, it can be seen that the thin film sample with ZnO material has the 
smallest crystal grain size compared to the other two precursors. The width of the XRD 
spectrum, specifically the FWHM value, influences the value of the crystal grain size. If 
the FWHM value is small, the crystal grain size is large, and vice versa. Data related to 
crystal grain size can be used as an indicator to explain the catalytic ability of a thin film, 
where the smaller the crystal grain size, the larger the particle surface area so that the 
catalytic power will be better (Putra Parmita et al., 2023; Xian et al., 2019). According to 
research conducted by Li et al. (2020), photocatalysts with nano sizes ranging from 1 to 
100 nm will provide high catalytic activity.

Table 2
Comparison of crystal grain size of thin film samples

Sample Scattering angle (2θ) 
(deg) Miller index (hkl) FWHM (deg) Crystalline grain size (D) 

(nm)
ZnO 44.48 101 0.2086 14.45
SnO2 26.60 110 0.0028 43.43
TiO2 27.44 101 0.1882 15.16

Note. ZnO = Zinc oxide; SnO2 = Tin(IV) oxide; TiO2 = Titanium dioxide; FWHM = Full width at half 
maximum



2011Pertanika J. Sci. & Technol. 33 (4): 2001 - 2025 (2025)

Comparison of Crystal Structure, Surface Morphology Structure, and Energy Band Gap

Thin Layer Surface Morphology Structure

The morphological structure of the layer can be seen using a SEM. The test method with 
this tool uses a high-energy beam of electrons to scan the object to produce an image 
and sample composition (Sahdiah & Kurniawan, 2023). The images produced by this 
method have better resolution and image detail than an optical microscope because the 
electron beam used as a source has a wavelength tens of thousands of times shorter than 
the wavelength of light.

The three precursors used illustrate that the surface appearance of the TiO2 thin film 
has a more regular and symmetrical distribution when compared to other materials, as seen 
in Figure 4. Each material has its own characteristics; this can be seen in that the ZnO 
precursor has an appearance like a root distribution along the surface of the thin layer. This 
is in line with the results of research conducted by Ridhuan et al. (2012), which showed 
that the agglomeration process still occurs, causing the surface morphology of the particles 
to be larger and in the form of nanorods. This is possible because the calcination process 
is not yet perfect so that there is still a part of the extract that coats the particles. However, 
if referring to its performance, the surface conditions of this ZnO have quite high potential 
related to the energy band gap value. Due to lower grain boundaries, surface defects, 
interference, and discontinuous interfaces, one-dimensional ZnO nanostructures, such as 
nanorods, nanowires, and nanotubes, allow for more efficient carrier transport (Chowdhury 
& Bhowmik, 2021; Dutta et al., 2023).

The morphology of the sample using SnO2 looks almost even, but there are still many 
cracks or boundaries along the surface of the thin layer. These cracks indicate that the 
deposition process of the SnO2 solution on the substrate media is still not evenly distributed 
so that when the sample goes through the heating process, there is a part of the substrate 
surface that is only coated by the solvent used. When the heating process is carried out, of 
course the goal is to remove the solvent that is still present during the deposition process 
so that there are parts of the thin layer surface that do not contain SnO2. To find out more 
specifically the inner structure of the thin layer with ZnO, SnO2, and TiO2 precursors, an 

Figure 4. Morphological structure of surface part of thin film with precursors at 5,000× magnification : (a) 
Zinc oxide, (b) Tin(IV) oxide, and (c) Titanium dioxide

(a) (b) (c)

5000× magnification 5000× magnification 5000× magnification
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observation enlargement process is carried out so that researchers can watch in detail the 
inside of the sample, as seen in Figure 5.

TiO2 thin film sample has a denser structure compared to the ZnO and SnO2 samples. 
The size of the constituent particles also looks almost the same, namely in the form of round 
particles that have denser cavities, indicating that the distribution of the sol-gel solution 
is evenly distributed throughout the surface of the substrate used. There is agglomeration 
between neighboring particles, so that the particle size increases again due to the merging 
of neighboring particles. The shape of the TiO2 sample particles tends to resemble balls, 
where the particle size is large and agglomeration occurs in the sample (Listanti et al., 
2018). This condition allows the formation of denser crystal particles and increases the 
ability of TiO2 in the absorption process. This is what makes TiO2 one of the precursors 
that is often used in developing solar cell nanoparticle technology.  

In the three results, it can be seen that SnO2 and TiO2 have almost the same crystal 
structure. Both precursors have a round shape that forms the surface of the thin film. This 
is supported by the results of research conducted by Firooz et al. (2009), where in their 
research one of the forms of the structure of the thin layer made from SnO2 is granules 
apart from the flower and sheet forms. This is different from ZnO, which has a structure 
resembling a tube or is often called nanorods. The nanostructures of ZnO are very diverse, 
such as nanobelts, nanoplatelets, nanowires, and nanorods (Novitasari et al., 2022; Raub 
et al., 2024).

Figure 5. Morphological form of the inner structure of thin layers with precursors at 15,000× magnification: 
(a) Zinc oxide, (b) Tin(IV) oxide, and (c) Titanium dioxide 

(a) (b) (c)

Thin Film Energy Band Gap

The energy band gap is the most important part or one of the indicators that need to be 
considered in the development process of various nanoparticle technologies. The energy 
band gap value describes the ability of a material to conduct electricity (Bouzidi et al., 2024). 
So that good materials in thin film technology must be able to enter the semiconductor 
material category. Semiconductors are materials that have electrical conductivity between 
conductors and insulators, or materials that have resistivity between conductors and 
insulators, namely 10-2-10-9 Ωm (Maslakah, 2015). In semiconductor materials, the valence 

15000× magnification15000× magnification15000× magnification
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band condition is almost full, and the conduction band is almost empty with a very small 
forbidden band width (Eg) (±1 to 2 eV) (Tjahjanti, 2019; Woods-Robinson et al., 2020). It 
is necessary to know the measurement of the energy band gap of a semiconductor material 
because the nature of the energy band gap has implications for the differences in the nature 
of the dependence of the absorbance coefficient on the photon frequency (Mikrajudin, 
2010, as cited in Doyan & Humaini, 2017, p. 38). The process of calculating the energy 

Figure 6. Comparison of Tauc Plot graphs of energy 
band gap of thin films: (a) Zinc oxide, (b) Tin(IV) 
oxide, and (c) Titanium dioxide  

(a)

(b)

(c)

band gap using the absorption value data 
of the thin layer sample analyzed using the 
Tauc Plot approach to obtain a slope that 
describes the relationship between (ahv)n 
and photon energy (hv). The Tauc Plot graph 
that represents the energy band gap value 
of the thin layer sample can be seen in the 
following image.

The energy band gap value in each thin 
layer can be determined by extrapolating 
from the relationship graph (hv) as the 
abscissa and (ahv)n as the ordinate until it 
intersects the energy axis (the resulting slope 
graph) and the optical band gap value is 
obtained. Of course, by using this approach, 
we obtain energy band gap values   that are 
easier to represent, as seen in Figure 6. By 
using the same approach and method, then 
in this study, there are at least 11 research 
samples derived from three precursor 
materials, namely ZnO, SnO₂, and TiO₂, and 
using 4 dopant materials, namely indium 
(In), aluminum (Al), fluorine (F), and cobalt 
(Co). To facilitate the discussion process, 
all samples and the energy band gap value 
for each thin film sample in this study have 
been recorded (Table 3). 

To analyse in depth the various factors 
that affect the energy band gap value, the use 
of the solution deposition method, the use of 
substrates, and the influence of dopants can 
be seen in the following description.
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The Effect of Using Prekursor

Referring to the energy band gap value in Table 3, it can be seen that the ZnO thin film 
has the smallest energy band gap value compared to other thin film samples using SnO2 
and TiO2 precursor materials. Both ZnO thin film samples using the dip-coating and spin-
coating methods have the lowest energy band gap, reaching a value of 2.00. This condition 
certainly allows for easy electron transfer from the valence band to the conduction band. 
If the width of the energy gap decreases, it allows more electrons to undergo electronic 
transitions from the valence band to the conduction band so that the thin film becomes 
more conductive (Klein et al., 2010).

In general conditions, ZnO already has an energy band gap value of 3.37 eV and a 
binding energy of 60 MeV (Tarwal & Patil, 2011). ZnO and TiO2 are two types of materials 
that have good energy band gap values in the process of developing solar cell technology 
when compared to SnO2. In optimizing the efficiency of perovskite solar cells, one of the 
materials that plays an important role is the electron transport material (electron transport 
material [ETM]) made of metal oxide semiconductors such as TiO2 and ZnO (Yurestira 
et al., 2021). 

In addition to its energy band gap value, ZnO is considered a basic material for 
the development of various nanoparticle technologies because this material can be 
developed using various methods, not only focusing on dip-coating and spin-coating. 

Table 3
Thin film energy band gap

No. Sample Sample code Energy band gap 
value (eV)

1 Zinc oxide ZnO type A 2.00 – 2.10
2 Zinc oxide ZnO type B 2.03 – 2.98
3 Tin(IV) oxide doping aluminum SnO2:Al type A 3.24 – 3.30
4 Tin(IV) oxide doping aluminum SnO2:Al type B 3.50 – 3.57
5 Tin(IV) oxide doping indium SnO2:In 3.55 – 3.62
6 Tin(IV) oxide doping fluorine SnO2:F 3.53 – 3.59
7 Tin(IV) oxide doping aluminum and fluorine SnO2:(Al+F) 3.47 – 3.56
8 Tin(IV) oxide doping aluminum and indium SnO2:(Al+In) 3.45 – 3.51
9 Tin(IV) oxide doping aluminum, fluorine, and indium SnO2:(Al+F+In) 3.36 – 3.50
10 Titanium dioxide doping fluorine and indium TiO2:(F+In) 2.97 – 3.23
11 Titanium dioxide doping cobalt TiO2:Co 3.22 – 3.44

Note. ZnO = Zinc oxide; SnO2:Al = Tin(IV) oxide doped with aluminum; SnO2:In = Tin(IV) oxide doped 
with indium; SnO2:F = Tin(IV) oxide doped fluorine; SnO2:(Al+F) = Tin(IV) oxide is doped with a mixture 
of aluminum and fluorine; SnO2:(Al+In) = Tin(IV) oxide is doped with a mixture of aluminum and indium; 
SnO2:(Al+F+In) = Tin(IV) oxide is doped with a mixture of aluminum, fluorine, and indium; TiO2:(F+In) 
= Titanium dioxide doped with mixture fluorine and indium; TiO2:Co = Titanium dioxide doped with cobal
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ZnO nanomaterials can be synthesized using several methods, including vapor-liquid-
solid (VLS), aqueous chemical growth (ACG), chemical vapor deposition (CVD), 
electrochemical deposition (ECD), physical vapor deposition (PVD), metal-organic 
chemical vapor deposition (MOCVD), and chemical vapor transport and condensation 
(CVTC) (Maddu et al., 2023; Santibenchakul et al., 2018; Silva et al., 2022; Veerabhadraiah 
et al., 2022).

Referring to the size of the crystal structure of each precursor component as seen in  
Table 2, the smaller the energy band gap value produced, the smaller the crystal grain size 
value. ZnO with the smallest crystal size has an average energy band gap value lower than 
the precursors SnO2 and TiO2. Of the three precursors, it can be seen that ZnO and TiO2 tend 
to have the same energy band gap crystal grain size. This is because both materials have 
almost the same physical and chemical properties as precursor materials in the development 
of thin film research. In other studies, it was found that these two precursors can be used 
as materials that are paired and formed into multi-layers (Bhatti et al., 2019; Boukerche 
et al., 2019; Rad et al., 2023). According to Hakim and Haris (2016), small crystal sizes 
can expand the catalyst surface so that the catalyst performance becomes more effective, 
which indicates that the energy band gap value will also decrease, thus increasing the 
catalyst performance in thin layers.

The Effect of Using the Solution Deposition Method

In this study, to see the extent to which the use of variations in solution deposition methods 
differs, two methods most often used by researchers are used, namely, dip-coating and 
spin-coating. The use of these two methods can be seen in thin layers of ZnO precursor 

Figure 7. Comparison of energy band gap values 
of zinc oxide (ZnO) thin films based on the layer 
deposition method

material with sample codes ZnO type A for 
the sol-gel dip-coating method and ZnO 
type B for the sol-gel spin-coating method. 
Based on the data in Table 3, it can be seen 
that the two ZnO samples have energy band 
gap values   that are not much different. The 
ZnO sample with the dip coating method 
has a lower energy band gap value with the 
smallest value at 2.00 eV and the highest 
at 2.10 eV. A comparison of the lowest and 
highest energy band gap values   between the 
two samples can be seen in Figure 7.

The energy band gap value in the thin 
film sample has a significant difference at 
the highest value. Referring to the results 
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above, the ZnO type A thin film has a much better value because the range of its values 
is in the range of 2.00 - 2.10 eV, while in the ZnO type B thin film sample, the range of 
energy band gap values is 2.03 - 2.98 eV. In thin film development research, the slightest 
difference in the energy band gap value greatly affects the performance of the device. The 
use of the dip-coating method provides better energy band gap values compared to using 
the spin-coating method.

The dip-coating method is a process where a substrate is dipped into a solution and then 
lifted vertically at a constant speed (Tang & Yan, 2017). The precursor solution that sticks 
to the substrate and forms a thin layer because the solvent will evaporate and some of the 
solution will fall due to gravity (Brinker, 2013). The thickness of the solution can be adjusted 
according to the speed of the substrate withdrawal. This method has been successfully used 
to create a thin layer of ferroelectric and electronic semiconductor materials (Mukhsinin 
et al., 2019). This method is widely in demand because the process is simple and does not 
require expensive costs; besides, it does not damage the environment, and the equipment 
used is not so complex (Djarwanti & Syahrono, 2014; Patil et al., 2023).

The Effect of Using Substrate Media

The substrate media used in this study consisted of two types, namely glass and quartz. Both 
of these materials generally have almost the same characteristics because they are included 
in TCO materials; only for quartz, it is composed of minerals formed from silicon and 
oxygen chemical compounds with the chemical composition SiO2 (Imawanti et al., 2017). 
The selection of media use needs to be considered by researchers; the orientation of the 

Figure 8. Comparison of energy band gap values of 
tin(IV) oxide (SnO₂) thin films based on substrate 
media 
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substrate material affects the characteristics 
of nucleation and growth that dominate the 
microstructural properties and physical 
properties of thin films (Mousa et al., 2015).

To determine the effect of using substrate 
media in this study, we refer to the sample 
code SnO2:Al type A using quartz media and 
the sample code SnO2:Al type B using glass 
media as seen in Figure 8. The difference in 
energy band gap values in the two types of 
media can be seen in the following graph.

The SnO₂ type A thin film sample using 
quartz as a substrate produces a smaller 
energy band gap value compared to using 
glass. This difference is seen both in the 
smallest and largest values. This certainly 

2 2
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indicates that the use of media has an effect on the energy band gap value produced in 
the thin film sample. An important difference between quartz glass and ordinary glass 
is its good transmittance across the spectrum, especially in the ultraviolet and deep 
ultraviolet spectra, which are not available in ordinary optical glass (Ehrt, 2018; Khashan 
& Nassif, 2001).

Quartz is the most important polymorph of the silica group (SiO2) and one of the 
purest minerals in the earth’s crust. The SiO2 system is quite intricate. Despite having the 
straightforward chemical formula SiO₂, it has at least 15 known variations or polymorphs, 
or mineral phases with distinct crystal shapes but the identical stoichiometric composition 
(Götze et al., 2021). As a major component of sedimentary, metamorphic, and magmatic 
rocks, quartz is the most significant silica polymorph found in nature. Furthermore, one silica 
raw material that is economically significant is quartz. Single crystals and polycrystalline 
quartz are both utilized in industry, for instance, as silicon metal ore, refractory materials, 
or high-purity quartz crystals or sands (Götze et al., 2021).

The Effect of Using Dopan
Doping is a process that aims to change the characteristics of a material so that it can achieve 
certain conditions and according to the needs required by researchers. The use of various 
dopants is certainly one of the alternative variables that are often used by researchers to 
determine the extent of the properties produced in thin layers. In this study, of course, the 
main purpose of using dopant variations is to obtain thin layer samples with the smallest 
energy band gap values. Research data related to the effect of dopant use can be observed 
in samples with SnO2 and TiO2 precursor materials, where both precursors are treated with 
cross-sections of various types of dopants such as aluminum, indium, fluorine, and cobalt. 
Data related to the comparison of energy band gap values in thin layers made of SnO2 and 
TiO2 (Figures 9 and 10).

The dopant incorporation process gives a better effect on the process of reducing the 
energy band gap in both SnO2 and TiO2 precursors. This can be seen from the results of the 
values of each sample, namely SnO2: (Al+ F+In) and TiO2: (F+In), which have the smallest 
energy band gap values with values of 3.36 and 2.97 eV, respectively. If researchers look 
at the overall results of the energy band gap values   of thin film samples, it can be seen that 
the use of various dopants gives varying results. This is certainly because the characteristics 
of each element are different from one another.

Various studies have shown that the use of two or more dopants in one deposition 
process has a better impact on changing the properties or characteristics of thin film samples. 
Research conducted by Han et al. (2018) proved that tridoping has higher photocatalytic 
activity compared to pure SnO2, SnO2-ZnO, or mono- or di-doped SnO2-ZnO thin 
films. SnO2-ZnO tridoped B/Ag/F composite thin films have the highest photocatalytic 
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activity. The composition of SnO2-ZnO and tridoping B/Ag/F are very important for the 
photocatalytic activity of thin films. The low electron-hole pair recombination rate and 
strong light absorption appear to be correlated with the increased activity of SnO2-ZnO 
tridoped B/Ag/F thin films.

The same condition also occurs in the thin layer of TiO2 that the provision of double 
doping is able to produce better characteristics compared to the use of single doping. This 
is supported by research conducted by Ashkarran et al. (2014), which obtained the results 
that after optimizing the dopant concentration, the research findings showed that TiO2 
nanoparticles (NPs) with double doping had the highest photocatalytic and antibacterial 
activities when compared to TiO2 NPs with single doping. In contrast, TiO2 NPs with silver 

Figure 9. Comparison of Tin(IV) oxide (SnO2) energy band gap values based on dopant variables 
Note. SnO2:(Al+F+In) = Tin(IV) oxide is doped with a mixture of aluminum, fluorine, and indium; 
SnO2:(Al+In) = Tin(IV) oxide is doped with a mixture of aluminum and indium; SnO2:(Al+F) = Tin(IV) 
oxide is doped with a mixture of aluminum and fluorine; SnO2:F = Tin(IV) oxide doped fluorine; SnO2:In 
= Tin(IV) oxide doped with indium; SnO2:Al = Tin(IV) oxide doped with aluminum 
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Figure 10. Comparison of Titanium dioxide (TiO₂) energy band gap values based on dopant variables
Note. TiO2:(F+In) = Titanium dioxide doped with mixture fluorine and indium; TiO2:Co = Titanium dioxide 
doped with cobalt
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and nitrogen doping expanded the light absorption spectrum towards the visible region and 
significantly increased the photodegradation of model dyes and inactivation of bacteria 
under visible light irradiation. When TiO2 is exposed to visible light, two different electronic 
states capture its inner electrons and narrow the band gap. This changes the optical response 
from the ultraviolet region to the visible light region, which is responsible for the better 
photocatalytic activity and antibacterial quality of TiO2 NPs with double doping.

CONCLUSION

Based on the results of data analysis and discussion, it can be concluded that 1) the crystal 
structure of ZnO thin films is hexagonal while SnO2 and TiO2 are tetragonal, 2) the surface 
morphology of SnO2 and TiO2 thin films is granular, while ZnO thin films are nanorod, and 
3) the smallest energy band gap value is found in ZnO thin films with a value of 2.00 eV. 
There are four factors that affect the energy band gap value in thin films, namely precursor 
materials, deposition methods, substrate media, and dopant materials. Each variable that 
produces the smallest energy band gap value in this study is the ZnO precursor, dip-coating 
method, quartz substrate media, and the use of double or triple dopants in one deposition 
treatment.
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